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Disks run in parallel.

Byte striping:
Bytes sequentially per 
disk, n disks
==> n bytes in parallel
==> fast, large serial

Block striping:
parallel sequential
or parallel random
access

Redundant Arrays of Inexpensive Disks

No parallel file access, 
R/W one file at a time.



Parallel duplicated 
disks.

2-disk striping, @ 
Level 1 mirrored

Automatic switch-
over on failure

"Always up"

cost 2X

-- retreive data on the fly

-- When disk_0 is replaced,
-- rebuild disk_0 on the fly

-- handle P disk in same way

1 W to both
or
2 separate R 
for pair

Striping by byte, same as level 0: fast for large serial file access; 1 file R or W at a time.

level-1 k-mirrored, up to k failures

Why parity works. Parity as XOR.
Properties of XOR.

(detects changes)

(Def'n of Parity)

(Associativity of Parity)



Independent block accesses, bitwise XOR by blocks (same as by bytes). Multiple, asynchronous, file 
block reads. Collision on parity disk.

EDEC: handle 2 disk failures.

Parallel, independent random block access, multiple file 
access in parallel.



--- Longer delays in getting data onto      
     replacement disk, 
--- Greater risk of additional failure.

Continue running under error condition:

==> use 3-bit EDEC




