




We can hide latency if we can
 
1. Do more work than we do Reads and Writes

2. Re-use things by keeping them handy



--- What size is appropriate?
--- Is flexibility important?









Can we avoid cold misses?





Any stride in increments of  
2^10 X 2^3  Bytes  causes 
same problem: indices are 
identical, but tags differ.

How to make system 
crawl, worst case?

How can we fix this?



















Allocate 
block?

Write word 
to Mem.

Fetch block?
Choose victim block.
Evict victim?

Invalidate words,
cache-write word,
cache-write tag,
 (mem-write word).

Invalidate,
Mem-write victim,
cache-writes.

non-dirty write-back or write-through

write-back only

Choose victim.
Evict?

Read block to cache,
cache-write word
(mem-write word).

non-dirty write-back, or write-through

Mem-write block,
read block to cache,
cache-write word

write-back w/ dirty replacement











See (LC3-based cache projects):

http://pages.cs.wisc.edu/~karu/courses/cs552/spring2009/wiki/index.php/Main/CacheModule

http://www.ece.ncsu.edu/muse/courses/ece406spr09/labs/proj2/proj2_spr09.pdf


















