
Parallelism:  execute multiple operations simultaneously

Some Types

--- Instruction-Level Parallelism  ===>  execute multiple instructions from same job   (ILP)

--- Data Parallelism  ===> operate on multiple data items from same job (SIMD, MIMD, SPMD)

--- Thread-Level Parallelism  ===>  execute multiple jobs but same program

--- Task-Level Parallelism  ===> execute multiple jobs, multiple programs

CR limited by slowest path.

--- Other, faster units could 
be clocked faster.

--- But cannot because of 
slow path.

--- Faster units waiting/idle.

Amdahl's Law says attack the common case.
Every instruction faster w/ increased CR.
--- MULT chopped into k fast pieces. 
--- More cycles for MULT, but faster CR.



--- idle hardware in LAUNDRY unit

--- delay  =  90 min







Cut all paths
in same direction
bisect graph

===> cut set

For each cut
add Reg to path

balance 
stage
delays





Provided pipe is full.



Data Dependency Graphs and Pipelining

--- Entire algorithm is dependency graph
--- Data-Flow: nodes fire when inputs ready
--- Multiple jobs
--- High throughput
--- Is parallelism as high as possible?
--- Does timing depend on data?





1-cycle MIPS processor
--- Harvard Architecture (two memories)
--- clocking PC initiates cycle








