In C, mulit-dimensional arrays are stored in row-major order: elements in a particular row are adjacent in memory.
For example, given the declaration for an (n+1)-row by (m+1)-column array, "int A[n+1][m+1]", the array is layed
out in memory as follows (lower memory addresses to the left),

A[O0][0], A[O][1], ... A[O][m], A[1][O], A[1][1], ..., A[1][m], ..., A[n][O], A[n][1], ..., A[n][m]
That is, "A[k]" is a reference to a linear array of m+1 elements. Here is some C code:
int A[8000][8000], B[8000][8000], x, y;

for (x = 0; x < 8000; x++) {
for (y =0;y < 8; y++) {
AlX]ly] = Blyl[0] + Aly][x];

Q. Suppose we have 16B cache blocks and INT word size is 32-bit. How many words per cache line?
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Q. Show the referenced items for the first term on the RHS. How many blocks are needed to hold these?
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Q. What items are referenced by the second term on the RHS? How many blocks needed? For a
cache to hold all the items referenced, how many blocks would it need to store at once?
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Q. In the above code, which memory references have temporal locality? Which have spatial locality?
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Following is a sequence of word-sized memory references (32-bit addresses, 32-bit words, word-addressability).
Only the lower 16 bits of each address is shown: assume the upper 16 bits are 0x0040.

0x0001, 0x0134, 0x0212, 0x0001, 0x0135, 0x0213, 0x0162, 0x0161, 0x0002, 0x0044, 0x0041, 0x0221
Suppose we have the choice of either of three direct-mapped cache designs:
(C1) 8 1-word blocks, miss penalty = 25 cycles, hit access time = 2 cycles.

(C2) 4 2-word blocks, miss penalty = 25 cycles, hit access time = 3 cycles.
(C3) 2 4-word blocks, miss penalty = 25 cycles, hit access time = 5 cycles.

Q. For each cache, show which references are cache hits and which are misses for a system using that cache.
What is the total number of words transmitted between cache and memory?

Uiﬂ ) e, 1o - dolres;cL;(.’\L\,_

C{:% EREY HOO]LS 02 '—{ 2-b b\ockg 43: 2 4 !O\oc S
3 L‘-\» CGCQ( '(MA(,)CJ 0 GS%SC\’ BT\'S l‘-b-l.“ l‘"&jX/\ h‘\’ %}d [ ‘)'\’ W)W / Z."E\XY ﬁjsél—
_P‘E_L—]— low ?;Bﬁ's imde _.____..(A'\Je/* 5,".‘,& V“AU)(
o 0 o\ | R CH | O [ i3 )
b e ? AT
| Z ' m 0 B au ar =0
00\ l O 0 0 ] 2 3
135 o] S 1 \ .’37 BS BL ;35
213 a ) 3 | 0 00 a2 e g
2
e - Bzl I (AT [T
b 00| \ o sl 0
2 010 2 | 213 s
0 [o 3)
yy 160 Y 1 | e ' =
41 00 1 I Q 4| y) =
XA 00 | | 0 wo| ° e
0 220 22 2T 22"3
Ly ovd 4 Il x| 4% 2 lox 4
—\(ﬁV\SM'\Jf}Cl

Q. What is the total access time in cycles for a system using each these caches? Which is better?
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Suppose a direct-mapped cache uses its address bits in the following way:

ADDRESS[31:10] ADDRESS[9:4] ADDRESS[3:0]
tag index offset

The memory is byte-addressable.

Q. What is the cache block size in 32b words? How many entries does the cache have (that is, how
many cache blocks does the cache hold)?
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Q. In total, how many data bits does the cache hold (assuming all entries are valid)? In total, how many bits of
storage does the cache require? What is the VLSI area overhead with respect to the storage area for data
bits?
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Q. Suppose we alter the cache to be 8-way set associative without changing its overall size or the size of
its cache block. Show the usage of address bits.
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Our L1 cache is (write-back, allocate), our L2 cache is (write-through, no-allocate). Both have their own write buffers.
L1's write buffer simply passes its writes on to L2 as writes. Since L2 is write-through with a write buffer, it is
alternatively called "write-behind". Both use the same block sizes. L1 is 4-way set associative; L2 is 8-way set
associative.

Q. Write a cache-controller algorithm for handling an L1 write miss. A cache controller is a finite-state
machine, which can be specified as an algorithm. Both L1 and L2 have separate controllers that
communicate via signals (R/W request, Ready, Address, Data, ...) This algorithm for a write miss would be
the specification for a combination of the write-miss portion of the L1 controller and part of the L2 controller.
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Suppose program P has the following behavior per 1000 instructions executed: data reads = 180, data writes = 120.
Suppose P running on system S has 0.2% instruction cache misses and 2% data cache misses. S executes one instruction
per cycle, except for memory stalls. All instruction and data accesses are 32b words, and cache blocks are 16B.

Q. If S has a (write-through, allocate)-cache without write buffering, what minimum memory bandwidth (bytes
per cycle) is needed to guarantee S has an overall CPI of 2? If S's clock rate is 2 GHz, what is the required

memory bandwidth in B/sec?
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Q. Suppose S is modified to have write buffering. Can this change the required minimum memory
bandwidth to get an average CPI =27
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Q. Suppose system S2 has a (write-back, allocate)-cache with write buffering. Assume 30% of evicted
cache blocks are dirty (modified). For the same program P and miss rates, what memory bandwidth is
needed to achieve an average CPI of 27

The Tal number o illy intodling e 130 pan 150 e This G he may imns

Witrmhon «S_ csde blacks PMM/?A} rnnl%'u\/ pe 1630 v;-sf/mMS/ amd  misses

AL Q (st wead msses) + 3.0 (dalk read miges ) + 2.4 (s wrile lefé})’
Hew wamd Misses camag, evichuons 76%{ m’ﬂd’ al) he edd mirsen %MM\'&
wo wte-boks, heot tase Wast coane , on 2 M/}ﬂ) eache , atl
Wises canse gvichions. Jumee uﬂ? ovicdions canan. wides G hemy,

’502 (Q\+3,(, +;L.L/> pen L] c'.ms?Lr, Cor 0 rqa,'n% ”"LIS n”\) 4/([
i /
(2% 3.8 +2.4) mssen, corde ’"WW&I neads.

AL are 148 cache blod Tuamsactions, wmbhe mz/m/@

ng e Q\(m [.5(2+ 3.0 24) 168 = (/'3)(7)(’4133§léé,73mm heelrsen. e
o nifr. Wik Wﬁ}m w stalls {n mm&,ﬁ;@ ool B oxecndin cacha.
oz | 8 (nsh) Gﬂ%> + (2430 )(reu\ misses) x (168

(o5 r(_».to 5

‘h\lﬁ)( ’E) >
— 814 ¢ L
T A T o g
A )= CPTGEY). 2ot Soe . - 105 152
85.4,\qu)“\ = -l—li- B/o.l,,L 26 ?;‘%'S - Z_%‘Lo/ms e = 220 M%@(

Kﬂa& dua ks w(J'C-M]sSq m} o, waides mmrﬁlfpﬂ—é w/ eneudtin, .

~—
| = oo

" o f\%’l n (o.’;{g),tg\.ﬂxllﬁ s 778
%CI'A\;’\X‘.(P = 77?/(1060/2,6\

i\

51 ¢ B/sec = /57 MB/“C
/232



A "streaming" system typically does many sequential data reads with very little reuse of the same memory location.
Prefetching brings in data speculatively, based on memory access patterns, before it is referenced. A stream buffer
prefetches data that is sequentially adjacent to the most recent cache block referenced. The stream buffer is logically
part of the cache; it is accessed in parallel with the cache. If there is a hit in the buffer, the cache block is moved to the
cache proper. If a cache block is accessed that is not adjacent to a block in the buffer, that block in the buffer will be
overwritten by the next speculative prefetch.

Q. Suppose system S has a 2-block prefetch buffer and that the amount of computation required per cache
block takes long enough so that prefetches always complete before the next cache block is requested.
Suppose a process running on S accesses a 1/2 MB of contiguous data in a loop that runs for 100
iterations. The sequence of memory addresses accessed has these offsets from the start of the data,

0,4,8,12,16, 20, 24, ..., 0, 4, 8, 12, ...

and so on. S has a 64kB DM cache, cache blocks are 8 32b words, and the cache is initially cold (all entries

are invalid). The memory is byte-addressable. Calculate the miss rate for this job. What would be the miss
rate if there were no prefetching?
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Q. Suppose S's miss penalty is BS X 20 cycles, for a cache block size of BS bytes. For instance, if BS = 16,
S's miss penalty would be 16 X 20 cycles = 320 cycles. Suppose job J running on S has a memory access
pattern that results in the following miss rates, depending on the cache block size (MR_i means the Miss
Rate for BS =i bytes):

MR_8 = 8%, MR_16 = 3%, MR_32 = 1.8%, MR_64 = 1.5%, MR_128 = 2%

J runs with an average CPI of 1, except for memory stalls, and has an average memory reference rate of
1.35 (mem refs / instr.), which includes both instruction fetches and data read/writes. Find the block size
that gives J its best performance. What is J's average CP1? NB--Miss rates include misses that apply to the
combined cache and prefetch buffer.
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Systems S1 and S2 have a memory access time of 70 ns. Job J has 36% memory accesses for data. Miss rates for J are
MR_1k=11%, MR_2k = 8%. S1's L1 cache is 1kB and access time is 0.62 ns; S2's L1 cache is 2kB with access time
of 0.66 ns.

Q. What are the clock rates for the two systems? What is the average memory access time for each?
Suppose both have average CPIs of 1 ignoring memory stalls, what are their CPIs?
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Q. Suppose system S1 is given a 512B L2 cache with the following characteristics for J: MR_512k = 2%,
access time = 3.22 ns. Which processor is faster?
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System S has these characteristics: CPI =2 (w/o memory stalls), CR = 2 GHz, memory access time = 125 ns, L1 cache
MR =5%.

Q. We are considering two different L2 caches for S: L2a is direct-mapped, has an access time of 15 cycles,
and results in a global MR= 3%. L2b is 8-way set associative, has a 25 cycle access time, and results in a
1.8% global MR. (A global MR is the percentage of the total memory references that result in a read or write
to main memory.) What are S's CPIs for (1) only an L1 cache, (2) both L1 and L2a, (3) both L1 and L2b?
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Q. If within the next few years we can expect memory speeds to double, which configuration is best? What
if processor speed also quadruples?

W omay sped > Thow > 4 Ty =P 125, = b2.5,

<P —> 2+ L2 — &5
Cp I{\‘ - 2+ 9,75 + 0.\?75/ - 2-?7 L1+ Ll‘{, G LCS-{-

Pry > 24 125 + 0.1z —> 3.3¢

+ CR>HCR (R6296): the canbind offect mekss memny gccess x4 i cyclen
& —> 2+ 06,75 4+ (4)(0.375) = 495 b>2+1.25+4(0.225) = L/,/s’Jb is Leg}

System S has virtual memory with 4kB pages, 4-entry fully-associative TLB, true LRU replacement. Physical memory
that holds is single page is called a page "frame".

Q. For the sequence of memory references below, the initial TLB content, and the initial page table content,
show the final page table, TLB, and for each reference whether it is a TLB hit, a page table hit (page in
memory), or a page fault. TLB entries are [valid, tag, #frame]; PT entries are [1, #frame] or [0, d], depending
on whether the page is in a physical frame or not (if not, d is some disk address).

Memory references: 4095, 31272, 15789, 15000, 7193, 8912

TLB:[1,11,12],[1,7, 4], [1, 3, 6], [0, 4, 9]
PT:[1, 5], [0, d], [0, d], [1, 6], [1, 91, [1, 11], [0, d], [1, 4], [0, d], [0, d], [1, 3], [1, 12]

If a page must be brought in from disk, assume the free frame with the smallest frame number is used.
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System S has 64b virtual addresses, 16 GB physical memory, 8 kB pages, 8B PT entries.

Q. For a single-level page table scheme, how many page table entries in a page table? How much physical
memory would the page table require? What would be the minimum page size to make a single-level page

table scheme practical?
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Q. If we instead use a multi-level page table, with each an 8kB page directqry .and 8kB sub-directories and

sub-tables. That is, each piece of the multi-level page table data structure fits into an 8kB frame. How many

levels would be required?
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System S has a direct-mapped cache write buffer. The cache is write-back. If there is a cache miss and the evicted
cache line is modified, the cache will immediately issue a memory read request for the missed cache block and sends
the evicted cache block to the write buffer to be handled by a memory bus interface unit whenever the memory bus is

free.

Q. Suppose the evicted cache block is being written from the write buffer when another instruction makes a
memory reference that hits in the cache. What action should the cache take? What would happen if an
instruction referenced the evicted cache block?
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