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Symbol grounding is the process by which representations in our brains develop and have associations
with and meanings for things in the external world. If I make reference to one of the books we are using
for the class, it evokes an electrochemical pattern in your brain that is associated with the book, a physical
object in the external world, assuming there is an external world, and assuming you bought the book.

Books are a relatively modern invention. We certainly did not evolve with them. And you never saw the
book before buying it for the class, and yet you are able to distinguish it from all of the other books you
have seen and will see. We are just starting to learn about the neural mechanisms of the brain, but how
does a collection of simple neurons that individually do little come to represent that book?

The problem of explaining this process has bedeviled philosophers and neuroscientists, but AI researchers
have really taken it on the proverbial chin, probably because we all know that humans have solved the symbol-
grounding problem, even though we do not really know how we do it, just that we do, and AI researchers
must explain how computers can ground symbols (or that they are already doing so). And since computers
are not yet intelligent, no one accepts that computers are grounding their symbols.

Indeed, Harnad (1990) is quite critical, whereas Steels (2008) claims we have solved it. Furthermore,
Stanley and Junior provide further evidence (Thrun, 2010), for if they were not able to develop and have
associations with and meanings for things in the external world, then they would not have been able to
identify obstacles and then avoid them.

What do you think?
For this assignment, read Harnad (1990), Steels (2008), and Thrun (2010) as best you can, take a position

on whether computers have solved, or can ever solve the symbol-grounding problem, and argue your position.
You should be able to complete the assignment using only these articles, and you must use them, but you
are free to consult additional sources provided you cite them.

To structure your writing, use the following template from Graff and Birkenstein (2014, p. 9):

In recent discussions of , a controversial issue has been whether . On
the one hand, some argue that . From this perspective, . On the other
hand, however, others argue that . In the words of , one of this view’s
main proponents, “ .” According to this view, . In sum, then, the issue is
whether or .

My own view is that . Though I concede that , I still maintain that
. For example, . Although some might object that , I would

reply that . The issue is important because .

You can not change the structure or the words of the template, but you can use more than one sentence in
an underlined area provided that the additional sentences fit with the existing structure. Finally, make sure
you read and follow the instructions in “Guidelines for Short Papers,” which you can find in the Materials
section of the class Web page. In your draft and final versions, set the words of the template in boldface
type, and write the word count between the body and bibliography.

The papers I have selected for this assignment may prove challenging to read because they were written
for an audience with much more developed backgrounds in philosophy and in artificial intelligence than we
have. Nonetheless, I know that you will be able to understand the articles well enough to complete the
writing assignment. Furthermore, when you come across something that you do not understand, then you
are free to do your own research, and I encourage you to bring questions and insights into the class or onto
the discussion board for discussion.

Submission of your final version for grading will consist of four events: submission of a draft, my review,
class discussion, and submission of the final version. Before 5 p.m. on Monday, November 2, you must upload
a draft of your paper as a PDF document to Blackboard.
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During this period, I will provide feedback on everyone’s draft. Never write a single-sentence paragraph.
During class, we will hold a class discussion. I will expect everyone to present the crux of their argument

and respond to questions or concerns.
With the benefit of my feedback and the class discussion, you will have a few days to edit and refine your

paper. Before 5 p.m. on Sunday, November 8, you must upload the final version of your paper as a PDF
document to Blackboard.
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