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Introduction Refinement Inventory

e UCCA (Abend & Rappoport, 2013): Coarse multilayer predicate-argument graph structure Category Description Examples
o Scene structure: Certain words evoke Process or State units Aspectual Start-/end-points of a state or process, duration or repetition, whether it is temporary or habitual,  later, still, constantly,
o Other words and phrases denote event participants, modifiers, and relations and event quantification begin, stop, keep
o Cross-linguistically applicable; grounded in Basic Linguistic Theory (Dixon, 2010) Causal Secondary predications of causation, reason, and condition let, make (sb. do sth.)
o Annotated over tokenized text for a diverse set of languages
Comparison Marks the presence of (lexical or morphological) comparative or superlative markers at the scene  more, most, less, -er

e Scene-level modifiers are called Adverbials

_ _ level, either within a larger Adverbial or in isolation
o Semantically and syntactically extremely heterogeneous

o Difficult to annotate and maintain as a single category Degree Non-comparative degree or extent of a process or state extremely, colossal
o Questionable how useful such a coarse grouping is for downstream applications Description Adding or highlighting contentful properties (manner, circumstance, etc.) of a process or state fast, feverishly, busy
Negation Explicit lexical or morphological negation not, without, no longer

An a IyZI n g Ad Ve rb I a I S I n U C CA Possibility Includes formal semantic modality as well as broadly markers of non-factuality and subjectivity want, must, actually

Foundational layer categories: State, Process, pArticipant, aDverbial, Elaborator, Relator, Eunction, Ground, ..
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