
We approach part-of-speech tagging for 
informal, online conversational text
using large-scale unsupervised word 
clustering and new lexical features. Our 
system achieves state-of-the-art tagging 
results on both Twitter and IRC data. 
Additionally, we contribute the first POS 
annotation guidelines for such text and 
release a new dataset of English language 
tweets annotated using these guidelines.
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Word Clusters

Tagger Features
� Hierarchical word clusters via Brown clustering 
(Brown et al., 1992) on a sample of 56M tweets
� Surrounding words/clusters
� Current and previous tags
� Tag dict. constructed from WSJ, Brown corpora
� Tag dict. entries projected to Metaphone
encodings
� Name lists from Freebase, Moby Words, Names 
Corpus
� Emoticon, hashtag, @mention, URL patterns
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Highest Weighted Clusters

Speed
Tagger: 800 tweets/s (compared to 20 tweets/s previously)
Tokenizer: 3,500 tweets/s

Software & Data Release
� Improved emoticon detector and tweet tokenizer
� Newly annotated evaluation set, fixes to previous annotations

Examples

RVVVOPNDVP

NowHateingStartCuldYallSoCroudDaShakeBoutta

Results
Our tagger achieves state-of-the-art results in POS tagging 
for each dataset:

O

he

V

can

V

add

O

u

P

on

^

fb lolololsonamelastyofiraskedhesmhikr

!PNADPVOG!

or n & and103&100110*

you yall u it mine everything nothing something anyone 
someone everyone nobody
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do did kno know care mean hurts hurt say realize believe 
worry understand forget agree remember love miss hate 
think thought knew hope wish guess bet have
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young sexy hot slow dark low interesting easy important 
safe perfect special different random short quick bad crazy 
serious stupid weird lucky sad
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i'm im you're we're he's there's its it's428L11000*

lol lmao haha yes yea oh omg aww ah btw wow thanks 
sorry congrats welcome yay ha hey goodnight hi dear 
please huh wtf exactly idk bless whatever well ok
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Most common word in each cluster with prefixTypesTagCluster prefix

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 
(incl. system messages)

Tagset

Datasets

Tagger, tokenizer, and data all released at:
www.ark.cs.cmu.edu/TweetNLP

Accuracy on RITTERTW corpus

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 
(incl. system messages)

Accuracy on RITTERTW corpus

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 
(incl. system messages)

Model
Discriminative sequence model (MEMM) 
with L1/L2 regularization


