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Overview

We’ve created a new corpus with preposition supersense 
annotations following the SNACS schema.
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Overview

The corpus contains English text from Reddit.
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Overview

The text was produced by presumed native speakers of 4 
languages: English, French, German, and Spanish.
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Outline
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Motivation Annotation schema Data and the 
annotation process

Analysis



Motivation
• Prepositions are difficult for learners (Littlemore and Low, ‘06; Mueller, ‘12)

• Prepositions are highly polysemous (Hwang et al., *SEM ‘17)

a) It is at/LOCATION 123 Main St.

b) We met him at/TIME 7pm.

c) Everyone pointed at/GOAL him.

d) She laughed at/STIMULUS my acting.

e) He held her at/INSTRUMENT gunpoint.
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• Prepositions make up a substantial portion of English usage—about 10%

• We need ways to study how preposition use and meaning varies for:
• Understanding acquisition

• Improving teaching methodologies

• Creating NLP systems that do better with prepositions

Motivation



Motivation
• Building a corpus is one way to study this

• Preposition supersense corpora exist in several languages
• English (Schneider et al.,  ACL ’18)

• Chinese (Peng et al., LREC ’20)

• Korean (Hwang et al., DMR ’20)

• Existing corpora contain relatively homogenous data from sources like:
• English Web Treebank

• The Little Prince
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Motivation
We want to look at data from speakers 
with varying L1 backgrounds.
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Motivation
1. Build a resource that facilitates study of 

preposition use by high-proficiency L2 English 
speakers.

2. Conduct initial analysis of preposition and 
supersense distributions by L1.
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SNACS: Semantic Network of 
Adpositions and Case 
Supersenses v2.5
(Schneider et al., ’20)

SNACS is a hierarchical inventory of 
supersenses to capture the semantic 
contribution of preposition-like 
tokens.

SNACS offers us different groupings 
of meanings for prepositions.
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Guidelines: 
https://arxiv.org/abs/1704.02134

https://arxiv.org/abs/1704.02134


SNACS: Semantic Network 
of Adpositions and Case 
Supersenses

SNACS covers more than strictly 
prepositions.
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Prepositions
for, over, in,
above

English possessive 
markings

‘s, my, their

Prepositional 
multiword 

expressions 
(MWEs)

in_front_of, 
at_large

Intransitive 
particles

He flew away



SNACS: Semantic Network of Adpositions and Case 
Supersenses

Annotation targets are marked with 1 supersense.
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BENEFICIARY: Animate or personified undergoer that 
is (potentially) advantaged or disadvantaged by the 

event or state.

The menu had plenty of options even for/BENEFICIARY

picky eaters .



SNACS: Semantic Network of Adpositions and Case 
Supersenses

Annotation targets are marked with 1? supersense.
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This was a flavorful , enjoyable meal for/? both of us .

EXPERIENCER: Animate who is aware of a bodily sensation, 
perception, emotion, or mental state.

The menu had plenty of options even for/BENEFICIARY

picky eaters .



SNACS: Semantic Network of Adpositions and Case 
Supersenses

Annotation targets are marked with 1 2 supersenses.
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This was a flavorful , enjoyable meal 
for/EXPERIENCER↝BENEFICIARY both of us .

The menu had plenty of options even for/BENEFICIARY

picky eaters .

Scene role Function



SNACS: Semantic Network of Adpositions and Case 
Supersenses

Annotation targets are marked with a construal—a pair of supersenses—in the format 
SCENEROLE↝FUNCTION. (Hwang et al., *SEM ’17)

The scene role marks the contribution of the preposition in the specific context.

The function describes the typical lexical meaning of the preposition.

If the scene role and function are the same, they’re only shown once.
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This is why my/ORGMEMBER↝GESTALT employer has just finished 
updating 50 k users from/SOURCE XP to/GOAL Windows 7 .

Example: An annotated sentence from PASTRIE (annotation targets bolded)



Reddit-L2 Corpus 
(Rabinovich et al., TACL ’18)

• Source corpus for PASTRIE

• 3.8B tokens

• Heuristically identified user L1s via flairs
1. Identified user with self-specified country flairs 

on subreddits like r/AskEurope

2. Gathered rest of user’s posts and comments

• Corpus mostly used for native language 
identification, but a good fit for our 
purposes
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PASTRIE

• 1,100 sentences

• 22,000 tokens

• 2,200 annotation targets

• 4 L1s and 10 countries represented
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L1 Countries Sampled

English (24%) Australia, New Zealand, UK, US

French (24%) France

German (28%) Austria, Germany

Spanish (24%) Argentina, Mexico, Spain



Annotation Process

• We broke our sample of the Reddit-L2 corpus into smaller chunks for annotation

• Sample contained 15 Reddit posts or replies (“documents”)

• A document from all 4 L1s appeared at least once in every sample

• Each document was double-annotated and then adjudicated with an additional 
person
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Analysis

• Similar rates of raw 
preposition usage (10-11%)

• Similar ordering of most 
frequent prepositions

• Some differences in 
frequency

20

L1 Prepositions / Token

English 10.70%

French 10.18%

German 10.69%

Spanish 11.00%



Analysis
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Analysis

• We see German L1 speakers have fewer low-frequency prepositions, and more low-
frequency construals

• English L1s have the most low-frequency prepositions

• All L1 speakers’ use is dominated by a handful of prepositions
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Analysis

• The most common supersenses 
are similar for each L1

• The most common construals
have the same scene role and 
function

23

Top scene roles, functions, and construals by L1



Analysis

• Jaccard similarity scores suggest 
similar general set of meanings 
filled by prepositions
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Jaccard similarity scores for each L1 pair



A closer look at LOCUS

• In the British National Corpus, “in” is 2.8x 
more frequent than “on”

• In PASTRIE, this drops to 2.3x

• High use of LOCUS “on” by L1 French and 
German speakers with

• 1.1x for French

• 1.5x for German

• Transfer likely plays a role (Šeškauskienė and 
Juknevičienė, ’20)
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Conclusion

New corpus: PASTRIE

A new supersense-annotated English corpus enabling future study of preposition use by 
high-proficiency English speakers from 4 L1 backgrounds

Initial Analysis

Explored similarities and differences in prepositions and their supersenses by L1
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Conclusion

The corpus is publicly available, opening the door to future analysis.

Feel free to use it!

https://github.com/nert-nlp/pastrie
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https://github.com/nert-nlp/pastrie
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If you’re interested in the SNACS annotation schema, check out 
these other SNACS papers being presented at COLING 2020 

workshops:

Korean corpus (DMR)
Proxy annotation tasks (LAW)

Accompaniment and purpose (LAW)
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