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Abstract

In addition to asking questions about facts in
the world, some internet users—in particular,
second language learners—ask questions about
language itself. Depending on their proficiency
level and audience, they may pose these ques-
tions in an L1 (first language) or an L2 (sec-
ond language). We investigate how multilin-
gual LLMs perform at crosslingual metalin-
guistic question answering. Focusing on bi-
nary questions about sentence grammaticality
constructed from error-annotated learner cor-
pora, we prompt three LLMs (Aya, Llama, and
GPT) in multiple languages, including English,
German, Korean, Russian, and Ukrainian. Our
study reveals that the language of the prompt
can significantly affect model performance, and
despite English being the dominant training lan-
guage for all three models, prompting in a dif-
ferent language with questions about English
often yields better results.

1 Introduction

Mastering a second language is a skill acquired
over time. Writing or speaking with proper gram-
mar in a second language can be challenging, pri-
marily due to the complexities of form, meaning,
and the relationship between the two (DeKeyser,
2005). Learners often become confused when con-
structing sentences and seek help from teachers,
peers, or online resources for clarity. Many of these
queries relate to grammar; in fact, the grammar tag
is the most popular one on online question-and-
answer forums like English Language Learners
StackExchange.1

Behzad et al. (2023) collected ELQA, a dataset
of English questions and answers from such fo-
rums and their study showed that around 38% of
the questions are Fluency questions. A common
format within the Fluency category involves com-

1https://ell.stackexchange.com/tags

paring multiple sentences to determine which one
is correct:

Example 1 Which one is grammatically correct?
He is believed to be awarded the prize at the age of
17 when he was in London.
or
He is believed to have been awarded the prize at
the age of 17 when he was in London.2

Behzad et al. (2023) investigate the capabilities
of large language models (LLMs) in responding
to learner questions including fluency and gram-
mar questions and demonstrate that, although the
performance has not yet reached human levels, the
answers are accurate in many instances. This study
was limited to asking questions in English and did
not take into account that some learners may pre-
fer to interact with LLMs in their native language,
especially when they are at a novice level of pro-
ficiency. Moreover, Behzad et al.’s (2023) study
only included questions about the English language.
This motivated us to study the capabilities of LLMs
in a multilingual setting as a first step towards build-
ing better interactive multilingual NLP technolo-
gies that can help learners practice a new language
and answer their questions.

Since learner question answering datasets simi-
lar to ELQA are not available in other languages,
and since we also wanted to ensure a controlled
multilingual comparison, we synthetically created
them by filling a template with naturally occurring
sentences written by L2 learners of different lan-
guages. These sentences are selected and processed
from grammatical error correction (GEC) datasets,
ensuring they follow the same error patterns as
those made by learners in the real world.

Using this template format, we experiment
with multiple LLMs, comparing their performance
across different languages from several perspec-

2https://ell.stackexchange.com/questions/151043/is-
believed-to-grammar-sentence-which-one-is-correct

15622

mailto:shabnam@cs.georgetown.edu
https://ell.stackexchange.com/tags


tives. In summary, we answer the following re-
search questions in this paper:

• Performance beyond English: Do LLMs
perform better when questions are asked in
and about English, which is usually the pre-
dominant language in the training data? Or
is the performance comparable across other
languages?

• Crosslingual performance: What is the im-
pact of the language in which the question
is framed vs. the language the question is
about? Does code-switching (question/prompt
in one language, and examples in a different
language) affect performance?

• Language selection: Given that we can frame
the prompt in several different languages,
which ones can help improve grammar QA
in a lower-resourced language?

• Models’ strengths and weaknesses: Do mod-
els perform better on specific error types?
Does the learner’s proficiency level affect the
model performance? How do models explain
incorrect predictions?

2 Related Work

As large language models (LLMs) impact com-
munities worldwide, researchers are increasingly
studying their behavior across different languages
and tasks (Winata et al., 2022; Michaelov et al.,
2023; Qin et al., 2024; Shen et al., 2024; Dian-
daru et al., 2024). Ahuja et al. (2023) introduced
MEGA for benchmarking LLMs, covering 16 NLP
datasets across 70 typologically diverse languages.
Tasks include classification, question answering, se-
quence labeling, generation (summarization), and
responsible AI. The authors show that there is a
consistent performance gap between high-resource,
Latin script, and low-resourced languages. Lai et al.
(2023) studied ChatGPT’s behavior in a multilin-
gual setting for several tasks (PoS tagging, named
entity recognition, relation extraction, natural lan-
guage inference, question answering, common
sense reasoning, and summarization) and they ar-
gue that English task descriptions for non-English
inputs can be better processed by ChatGPT, al-
though other studies argue otherwise (Hasan et al.,
2024; Deng et al., 2024; Liu et al., 2024).

Our focus in this paper is grammatical question
answering for L2 language learners. A similar task
to the task studied in this paper is the Grammatical
Error Correction (GEC) task in which the goal is to

automatically identify and correct errors in a given
text. The field has made remarkable progress over
the past decade, largely inspired by multiple shared
tasks introducing new benchmarks and agreed-
upon standards for evaluating GEC systems (Dale
and Kilgarriff, 2011; Dale et al., 2012; Ng et al.,
2013, 2014; Bryant et al., 2019; Volodina et al.,
2023). So far, core approaches to GEC include rule-
based, classification and classic machine learning
approaches, statistical and neural machine trans-
lation, and edit-based approaches (Bryant et al.,
2023; Wang et al., 2021).

More recently, the growing prominence of LLMs
has led researchers to increasingly use them as
zero-shot or few-shot generators for the error cor-
rection task in English (Loem et al., 2023) or other
languages such as Chinese (Fan et al., 2023; Li
et al., 2024), Arabic (Kwon et al., 2023) and Ko-
rean (Maeng et al., 2023).

Most of these studies focus on GPT family mod-
els and many have come to the conclusion that the
results are not yet satisfactory because even though
output sentences are fluent and grammatical, LLMs
tend to over-correct sentences as they go beyond
minimal edits (Sottana et al., 2023; Wu et al., 2023;
Fang et al., 2023; Davis et al., 2024). Katinskaia
and Yangarber (2024) reveals that for multiple lan-
guages, including Czech, German, Russian, Span-
ish, and Ukrainian, GPT makes significant alter-
ations to the source sentences, and sometimes even
changes their semantics which creates major chal-
lenges for evaluation with reference-based metrics.
Automatic evaluation in text generation has been a
challenge for some time (Celikyilmaz et al., 2020;
Gehrmann et al., 2023), and GEC is no exception
(Rozovskaya and Roth, 2021; Gong et al., 2022;
Östling et al., 2024).

3 Proposed Study

To evaluate LLMs’ multilingual capabilities in L2
learner question answering, we create a binary
question answering template that is easily adapt-
able to different languages. The template is similar
to patterns observed by Behzad et al. (2023) and
shown in Example 1. The body of the question
in English is Which sentence is more grammati-
cal and native-like? This can be translated to any
other language, such as German: Welcher Satz ist
grammatikalischer und muttersprachlicher? There-
fore, we can extend the template to encompass
other languages. The question body comprises two
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Template Data Instance Correct Answer

in eng about eng
Which sentence is more grammatical and native-like?
1) It helps me healthy .
2) It helps me keep healthy .

2

in eng about deu

Which sentence is more grammatical and native-like?
1) Fühlen sich etwas orientierungslos .
2) Sie fühlen sich etwas orientierungslos .
(translation: You feel a bit disorientated.)

2

in kor about deu

어떤문장이더문법적이고자연스러운가요?
1) Das nützt uns für unseren Beruf .
(translation: This is useful for our profession.)
2) Das nützt für unseren Beruf .

1

Table 1: Examples instances from our evaluation benchmark for different languages. The correct sentence is shown
in green. English translations are shown for clarity (they were not provided to the system).

sentences: one grammatical and one containing an
error. The order is randomized to establish 50% as
the accuracy expected due to chance. This template
format also allows us to avoid the challenges asso-
ciated with reference-based text generation evalua-
tion.

While simple, this step is crucial for developing
question-answering systems for learners. Before
generating any type of explanation for the learner,
we must first confirm the model’s capability to dif-
ferentiate between erroneous and grammatical sen-
tences.

To ensure experimentation with learner-like data,
we incorporate sentence pairs from GEC bench-
marks into our template. This setup maintains high-
quality data, and simplifies the process of switching
between different languages, both for the question
itself and for the example sentences. Examples of
our benchmark instances are available in Table 1.

3.1 Data

We focus on English, German, Russian, Ukrainian,
and Korean in this paper, for which human-
annotated GEC datasets already exist. We wanted
to include multiple scripts in our experiments
(Cyrillic, Latin, and Hangul) and we specifically
included Ukrainian since it is a mid-resource lan-
guage compared to the rest of the languages studied
in this paper which are considered high-resource
(Ustun et al., 2024; Joshi et al., 2020).
English We used the W&I dataset (Yan-
nakoudakis et al., 2018) which is collected from
an online platform used by non-native English stu-
dents and manually annotated for correction and
CEFR (Common European Framework of Refer-
ence for Languages) levels.
German We used the data from Falko (Reznicek
et al., 2012) which presented annotation guidelines

for minimal target hypotheses, and then used these
for annotations and assessment of German learner
essays. The data was later processed and made
available in the M2 format by Boyd (2018) for the
GEC task.
Russian We obtained the RULEC (Alsufieva
et al., 2012) dataset. The corpus comprises essays
and papers written by students learning Russian
as a foreign language and heritage speakers in a
university setting in the United States. Later, Ro-
zovskaya and Roth (2019) added manual correc-
tions to a subset of this corpus and made it available
for the GEC task.
Ukrainian We used UA-GEC (Syvokon et al.,
2023). The dataset encompasses a diverse range
of writing genres, including text chats, essays, and
formal writing. Human annotators corrected and
annotated the corpus for errors related to fluency,
grammar, punctuation, and spelling.
Korean We used data collected by Yoon et al.
(2023). The dataset includes data from native Ko-
rean speakers, Korean as a foreign language learn-
ers which was corrected by Korean tutors, and Kor-
Lang8 which was corrected by native Koreans on
social platforms. We used the subset written by L2
learners (Kor-Learner) and corrected by Korean
tutors.

When a learner asks a question, it usually fo-
cuses on a specific grammatical concept. Hence,
we wanted the erroneous sentence in our template
to only contain one error. This setup also makes the
task more challenging since a sentence with multi-
ple grammatical errors would be easier to identify.
All these datasets included sentence-level data in
the M2 format,3 so we were able to update sen-

3This format includes the original sentence, as well as
correction annotations which consists of the start and end
token offset of the edit, the error type, and the tokenized
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tences with multiple errors to incorporate correc-
tions for all but one error. We removed spelling
and punctuation errors and further made sure the
edit distance between the original sentence and the
corrected version is at least 4 characters.

Each test set comprises a random subset of 250
samples from our datasets, with labels 1 and 2 (in-
dicating whether the first or second sentence is
correct) balanced within each benchmark.

We experiment with few-shot learning (Brown
et al., 2020), and include 4 examples of the task
(from the train set) at inference time.

3.2 Language Models
We experimented with two open-source models
and one closed model. For the open-source models,
we used two different sizes: Aya with 13 billion
parameters and Llama with 8 billion parameters.
GPT GPT-4 (Achiam et al., 2023) has demon-
strated remarkable performance across numerous
tasks and claims to be effective in various lan-
guages. We included this model in our study to
compare its performance with the open-source
models. However, it is important to note that the
performance of GPT-4 is likely overestimated, as
the model has probably already been exposed to
the data we used. For our experiments, we used
gpt-4-0125-preview.
Aya aya-1014 (Ustun et al., 2024) is one of the
few open-sourced, massively multilingual genera-
tive language models, covering up to 101 languages.
It outperforms mT0 and BLOOMZ (Muennighoff
et al., 2023) on most tasks while supporting twice
as many languages.
Llama We use Meta-Llama-3-8B-Instruct5 in
our experiments. The Llama 3 (AI@Meta, 2024)
instruction-tuned models are specifically optimized
for dialogue applications and exceed the perfor-
mance of many open-source chat models on stan-
dard industry benchmarks. While Llama is primar-
ily intended for English use, its training data in-
cludes information from over 30 languages.6

Although the grammatical correction capabili-
ties of GPT have been studied in previous works,
we believe we are among the first to examine the
capabilities of Llama and Aya in this domain and
compare them to GPT.

corrected string.
4https://huggingface.co/CohereForAI/aya-101
5https://huggingface.co/meta-llama/

Meta-Llama-3-8B-Instruct
6https://ai.meta.com/blog/meta-llama-3/

Setup Llama Aya GPT
in eng about eng 72.0 50.8 67.6
in deu about eng 80.0 44.4 75.2
in rus about eng 76.0 44.8 77.6
in ukr about eng 76.8 38.8 79.6
in kor about eng 74.8 47.2 72.0

Table 2: Performance (accuracy) on 250 English sen-
tence pairs, when questions are asked in different lan-
guages

Setup Llama GPT
in ukr about deu 73.2 82.4
in deu about deu 73.6 78.8
in ukr about rus 74.0 78.0
in deu about rus 70.0 78.4
in rus about rus 73.2 77.6
in ukr about ukr 56.0 60.0
in deu about ukr 67.6 50.0
in ukr about kor 69.6 64.8
in deu about kor 67.6 50.0
in kor about kor 65.2 42.8

Table 3: Comparing model accuracy when the question
is asked in the same language as sentence pairs, vs.
when it is asked in another language and there is code-
switching

4 Evaluation and Results

In this section, we report and discuss our findings.
Examining the results from experimenting with all
combinations of languages, we observe the highest
accuracy for grammar questions about English is
80% using Llama; for questions about German it
is 84% using GPT; Korean, 69.6% using Llama;
Russian, 78.4% using GPT; and Ukrainian, 62.4%
using GPT (results for all different combinations
are available in Appendix A, Table 11). These re-
sults reveal a performance gap between different
languages on this task, indicating that there is still
significant room for improvement in grammatical
error detection in multilingual settings.

Next, we answer the following research ques-
tions based on our empirical results:

Are LLMs consistent in performance when the
same question is asked in different languages?
No.

To evaluate this, we keep English sentence pairs
constant, but translate the first part of the prompt
(“Which sentence is more grammatical and native-
like?”) into different languages. Since the knowl-
edge required to answer the question remains the
same (English grammar) we expect language mod-
els to perform consistently among different lan-
guages. However, results in Table 2 show other-
wise:

First, we note that Aya’s performance is below
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random chance (all test benchmarks are balanced)
in all languages except for English, where it is
roughly at chance.

Llama performs fairly well in all languages, get-
ting the highest accuracy (80%) when the question
is asked in German, which is 8 percentage points
higher than when it is asked in English.

GPT also performs better when the question
is asked in a different language. There is a 12%
increase in accuracy when question is asked in
Ukrainian instead of English.

This is particularly interesting since, for both
models, English is the dominant language in the
training data. We hypothesize that since the model
is heavily fine-tuned for a variety of English tasks
that are not metalinguistic, the English prompts are
less likely to be interpreted metalinguistically. So
when the model encounters different languages, it
anticipates metalinguistic usage and also focuses
more on sentence structure. Another possible ex-
planation could be that these models undergo ex-
tensive instruction fine-tuning specifically for En-
glish tasks. This intensive fine-tuning may poten-
tially impair some of the model’s broader language
modeling capabilities, particularly within English
contexts. In contrast, the performance observed in
other languages may reflect the advantage of less
instruction fine-tuning, especially for less common
tasks.

Do LLMs perform better when questions are
asked in specific languages? Yes.

In Table 2 we observed that GPT and Llama
perform better in English grammar error detection
when the question is asked in Ukrainian and Ger-
man, respectively. However, is this pattern consis-
tent across other languages? To investigate this, we
expanded our experiments to include setups where
questions are asked in the same language as the
sentence pairs, as well as in German and Ukrainian.
We present these results in Table 3.

Except for questions about Russian grammar,
GPT seems to perform better when the question
is asked in Ukrainian rather than in the same lan-
guage as the sentence pair. We hypothesize that the
reason in deu about rus gives better performance
than in ukr about rus is because Ukrainian and Rus-
sian both use the Cyrillic script, whereas a different
script such as Latin may help the model’s atten-
tion. It is interesting to note that not all different
scripts work similarly; for instance, GPT achieves
70% accuracy in the in kor about rus setup. We

Setup Llama Aya GPT
in ukr about ukr 56.0 46.0 60.0
in eng about ukr 55.6 48.4 60.0
in deu about ukr 58.4 50.8 54.8
in rus about ukr 60.0 49.2 62.4
in kor about ukr 57.2 45.6 49.2

Table 4: Studying Ukrainian as a mid-resource lan-
guage: does asking the question in a high-resource lan-
guage improve performance? Red and blue coloring
indicate the lowest and highest scores for each language
model, respectively.

performed McNemar’s test to make sure the dif-
ferences were significant. The p-value for (in deu
about rus, in ukr about rus) is 9.86e−19, (in kor
about rus, in ukr about rus) is 4.27e−15 and for
(in deu about rus, in kor about rus) is 3.11e−13
which shows that differences are significant and
that possibly the prompt being in a different script
but belonging to the same family (Indo-European)
might be beneficial to the model’s performance.

With Llama, it appears that code-switching gen-
erally improves performance, particularly with
Ukrainian grammar, which is considered a mid-
resource language. There is an 11.6% performance
boost when questions are asked in German rather
than in Ukrainian.

Does prompting in a high-resource language aid
grammatical error detection in a lower-resource
language? Yes (for Ukrainian).

In Table 4 we present results on asking questions
about Ukrainian grammar in different languages.
Surprisingly, asking questions in English does not
yield the best performance.

GPT achieves its highest performance when the
question is asked in Russian. Similarly, Llama also
performs best when the question is asked in Rus-
sian. These findings suggest that in studies involv-
ing grammar knowledge in a mid-resource lan-
guage and when models are less finetuned on a
language, prompting in a high-resource language
with the same script can enhance performance.

We focused solely on Ukranian in this study and,
therefore, do not intend to make broad claims at
this stage. We believe this hypothesis should be
validated across different languages before drawing
any major conclusions.

Are the same sentence pairs equally challenging
for different models? For some datasets, yes.

For this analysis, we compare the predictions of
Llama and GPT and compute agreement percent-
age. Results can be found in Figure 1.
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Figure 1: Prediction agreement percentage between
Llama and GPT in different experimental setups. The
lowest agreement (23.1%) is when questions are in and
about Korean. The highest agreement (59.5%) is when
questions are in and about Ukrainian.

First looking at Kor-Learner, we observe that,
regardless of the language of the prompt, models
exhibit the most disagreements on Korean gram-
mar, highlighting distinct strengths and weaknesses
between Llama and GPT in this language.

Next, we observe that the two models have the
least number of disagreements on Ukrainian gram-
mar. Looking back at Table 4, both models’ accu-
racy is below 63% in all different setups, which
means both models often predict the wrong label
and there is much room for improvement for this
task in lower resourced languages.
What if we ask the model to explain a wrong
prediction? The performance will improve.

Chain-of-Thought Prompting (Wei et al., 2022)
has improved performance on tasks like math prob-
lems and common sense reasoning. Prior work
shows that debating or providing feedback to LLMs
can enhance their performance (Madaan et al.,
2023; Wang et al., 2023; Pan et al., 2024). Here, we
investigate with a small-scale experiment how mod-
els explain an incorrect prediction, and whether
they would change their answer when asked for an
explanation.

We experiment with both Llama and GPT, focus-
ing on the in eng about eng setup due to budgetary
constraints. If the model selects the incorrect sen-
tence, we follow up with the question: Can you
explain why?

One of the authors manually reviewed 50 ex-
amples from each model. Both models corrected
their responses in more than 60% of cases. For
the remaining cases, two main issues were ob-

served: 1) Both sentences were correct but con-
veyed slightly different meanings (30% of cases.
Example: first row in Table 5). Corrections in the
GEC dataset might have been made because the
tutor had access to more context in the essay, or due
to a personal preference for specific usage. 2) In a
small number of cases (less than 10%), the models
provided incorrect or irrelevant explanations, with
this occurring more frequently in Llama responses
(such as the second row in Table 5). These results
suggest that engaging in conversation and asking
follow-up questions when using LLMs can be help-
ful. However, it may also confuse learners if the
model frequently changes its response.

5 Analysis and Discussion

In this section, we take a look at cases where LLMs
struggle. Mainly, we study this from two perspec-
tives: i) the proficiency level of the learner who
wrote the sentence and ii) the type of error that
exists in the sentence.

5.1 Learner’s Proficiency Level

Second language learners at different proficiency
levels make different types of errors (Zeng et al.,
2024). Here, we investigate whether models per-
form better on sentences written by learners with
specific proficiency levels. The proficiency level
of the learner is only available for the English and
German datasets. For English, we have correspond-
ing metadata for CEFR levels, while for German,
we utilized C-test scores of the learners, which we
mapped to CEFR levels (Jaworska et al., 2015).

Results on W&I with no code-switching are
available in Table 6. Aya hardly achieves above-
chance performance on any of the proficiency lev-
els. For Llama, performance ranges from 66% on
beginner-level sentences to 79% on advanced-level
sentences. GPT exhibits a similar trend to Llama,
with its lowest performance (67.0%) on beginner-
level sentences and its highest performance (71.2%)
on advanced-level sentences. One would expect the
model to perform better on beginner-level errors.
However, looking at a subset of examples manually,
we found some beginner-level sentences difficult
to follow and challenging to correct without addi-
tional context.

Results on Falko are available in Table 7. Again,
Aya’s performance is not acceptable as it is below
chance level. The performance patterns of Llama
and GPT align with the results on W&I: Llama
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Model Sentence Pair and Explanation
GPT 1) For the above mentioned reasons , I am going to conclude that travelling by car is much more convenient .

2) Due to the above mentioned reasons , I am going to conclude that travelling by car is much more convenient .

Certainly! Both sentences are grammatically correct and convey the message clearly, but there are subtle dif-
ferences in their structure and the way they might be perceived by native speakers.
1. "For the above mentioned reasons, I am going to conclude that travelling by car is much more convenient." - This
sentence is correct and understandable. The phrase "For the above mentioned reasons" serves as a prepositional
phrase that introduces the basis for the conclusion. However, it might feel slightly more formal or less fluid in casual
conversation.
2. "Due to the above mentioned reasons, I am going to conclude that travelling by car is much more convenient." - This
sentence also correctly conveys the message. The phrase "Due to the above mentioned reasons" is commonly used in
both written and spoken English to indicate causality or the reason for something. It flows well and might be perceived
as slightly more natural or smoother in everyday language.
The preference for the second sentence stems from its use of "Due to," which is a common way to introduce reasons or
causes in English, making it sound more native-like in this context. It succinctly links the reasons to the conclusion,
which is why it might be preferred for its clarity and fluency in communication.

Llama 1) Finally concert started and all the lights were shining like stars .
2) Finally the concert started and all the lights were shining like stars .

In English, when we use the phrase "finally" to indicate that something has happened after a long delay or
anticipation, it typically takes the subject-verb-object (SVO) word order. This means that the verb "started" should come
after the word "finally".
In sentence 1, "Finally concert started" is not grammatically correct because "concert" is the subject, and "started" is the
verb. The word order is not following the typical SVO pattern.
In sentence 2, "Finally the concert started" is grammatically correct because the word "the concert" is the subject, and
"started" is the verb, following the typical SVO pattern.
Additionally, sentence 2 sounds more native-like because it follows the typical word order and phrasing that native
English speakers would use. Sentence 1, on the other hand, has a slightly unusual word order that might make it sound
less natural to native English speakers.
So, the correct answer is sentence 2: "Finally the concert started and all the lights were shining like stars."

Table 5: Examples of explanations provided by models when the incorrect sentence was selected by them. The
correct sentences in the first and second rows are the first and second sentences respectively.

Model A B C
Llama 66.0 77.0 78.8
Aya 55.0 45.0 53.8
GPT 67.0 71.0 71.2

Table 6: Model performance (accuracy) on W&I (En-
glish) dataset with respect to the proficiency level of the
learner. A (beginner), B (intermediate), C (advanced).

Model B C
Llama 70.9 78.0
Aya 45.6 44.7
GPT 76.7 74.7

Table 7: Model performance (accuracy) on Falko (Ger-
man) dataset with respect to the proficiency level of the
learner. B (intermediate), C (advanced).

performs better on intermediate-level sentences
but struggles more with advanced-level sentences,
while GPT’s performance is fairly similar for both
intermediate and advanced errors.

5.2 Grammatical Error Types

For datasets where we have fine-grained annotation
on error types, we examine model performance

Error Types Aya Llama GPT
DET 44/77 53/77 42/77
NOUN 23/42 31/42 30/42
PREP 14/35 22/35 26/35
VERB 24/46 40/46 33/46
VERB:TENSE 23/38 34/38 29/38

Table 8: The fraction of the number of correct pre-
dictions over the total number of samples in an error
category on the W&I benchmark (in eng about eng) us-
ing universal POS tags (Petrov et al., 2012). Only error
categories with at least 20 samples in our benchmark
were included.

across different error categories to determine if
certain types are more challenging than others.
English Results on the templates from W&I are
reported in Table 8. We observe that errors catego-
rized under verb tense are easier for all three mod-
els, with Llama achieving 89.5% accuracy in this
category, surpassing GPT (76.3%). The most chal-
lenging category for GPT is determiner-related er-
rors, where it performs near chance level. For both
Aya and Llama, preposition-related errors pose sig-
nificant challenges.
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Error Types Aya Llama GPT
ADP 13/32 27/32 27/32
ADV 9/11 11/21 12/21
AUX 21/45 29/45 38/45
DET 27/66 53/66 44/66
PRON 15/31 24/31 24/31
VERB 14/28 22/28 26/28
WO 13/26 20/26 21/26

Table 9: The fraction of the number of correct pre-
dictions over the total number of samples in an error
category on the Falko benchmark (in deu about deu) us-
ing universal POS tags (Petrov et al., 2012); WO stands
for word-order. Only error categories with at least 20
samples in our benchmark were included.

Error Types Aya Llama GPT
Case 16/35 15/35 22/35
CONJ 15/25 14/25 15/25
PREP 11/27 17/21 11/27
Ungrammatical Structure 43/95 63/95 66/95

Table 10: The fraction of the number of correct pre-
dictions over the total number of samples in an error
category on the UA-GEC benchmark (in ukr about ukr).
Only error categories with at least 20 samples in our
benchmark were included.

German Results are available in Table 9. Mod-
els tend to make the most mistakes on German
adverb related errors. Llama’s performance on this
category is near chance level.

Errors related to the verb seem to be among the
easier categories, with an accuracy of 93% for GPT
and 79% for Llama. For Llama, detecting deter-
miner errors seems to be the easiest; it achieves an
accuracy of 80% on these.
Ukrainian We present results on UA-GEC in Ta-
ble 10. One of the few setups where Aya achieves
performance above chance level is with Ukrainian
conjunction errors, matching GPT’s performance
(60%). Llama performs below chance on case er-
rors, while GPT struggles with preposition errors.
Identifying ungrammatical structures (divergence
from syntactic norms) appears to be relatively eas-
ier for both Llama and GPT, with accuracies of
66.3% and 69.5%, respectively.

Examining some of these sentences, the errors
are relatively simple, yet the model still fails to
select the correct sentence. This indicates that there
is considerable room for improvement in error de-
tection, let alone in generating explanations.

6 Conclusion

In this paper, we study the multilingual capabilities
of several language models in a learner metalin-
guistic question answering task. Our results show

that i) there is still room for improvement in this
task across different languages including English;
ii) models are too sensitive to the prompt and the
language of the prompt; and iii) asking questions in
languages other than English can help with perfor-
mance, even for questions about English grammar.

A particularly worrying result, which may be
counter-intuitive to downstream users of LLMs, is
the substantial degree of variance in how models
respond to the same sentence pairs based purely on
the language in which the question is posed. Here
we see a clear trend favoring asking in a different
language, with questions in a different script show-
ing particularly notable gains, possibly because
they sensitize the model to a meta-linguistic en-
vironment (i.e. asking questions about a sentence,
rather than asking the model to respond to the con-
tents of the sentence itself).

We hope the findings of this research may shed
light on the challenges of multilingual, metalin-
guistic Q&A and enable future work on this task.
That results vary widely across models—without
a clear correlation with parameter count, language,
or error type—suggests that more attention needs
to be paid to metalinguistic Q&A in order to obtain
satisfactory and consistent performance.

7 Limitations

Our findings are specific to the models we tested,
and it’s possible that other models could perform
better. However, validating this assumption exceeds
our current scope and computational resources. We
did not fine-tune the models, which could poten-
tially enhance performance, nor did we explore
various prompting strategies beyond few-shot and
chain of thought. Additionally, each experiment
was only done once. Running multiple experiments
could give more reliable and consistent results.

Furthermore, the quality of our template and
sentence pairs heavily relies on the GEC datasets
used, and any potential errors in the original data
would propagate to our experiments as well.

Lastly, our study focuses on five languages, leav-
ing room for expanded inclusivity by testing addi-
tional languages and offering a more comprehen-
sive understanding of the current state of the art
and its limitations.
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A Experimental results

In the following table, we share our results for all different language combinations.

Setup Llama Aya GPT
in eng about eng 72.0 50.8 67.6
in deu about eng 80.0 44.4 75.2
in rus about eng 76.0 44.8 77.6
in ukr about eng 76.8 38.8 79.6
in kor about eng 74.8 47.2 72.0
in eng about deu 68.8 43.6 77.2
in deu about deu 73.6 44.4 78.8
in rus about deu 69.2 50.8 84.0
in ukr about deu 73.2 45.2 82.4
in kor about deu 73.6 42.8 76.0
in eng about rus 66.8 49.6 74.8
in deu about rus 70.0 53.6 78.4
in rus about rus 73.2 45.6 77.6
in ukr about rus 74.0 42.8 78.0
in kor about rus 73.6 46.0 70.0
in eng about ukr 55.6 48.4 60.0
in deu about ukr 58.4 50.8 54.8
in rus about ukr 60.0 49.2 62.4
in ukr about ukr 56.0 46.0 60.0
in kor about ukr 57.2 45.6 49.2
in eng about kor 66.4 46.0 55.6
in deu about kor 67.6 46.0 50.0
in rus about kor 66.0 47.6 63.6
in ukr about kor 69.6 50.0 64.8
in kor about kor 65.2 46.4 42.8

Table 11: Performance (accuracy) on all different language combinations.
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