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What linguistically-inspired analyses  
can be obtained 

from humans and machines 
accurately, robustly, efficiently, comprehensively 

in text corpora across domains & languages?
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Adpositions
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adposition = preposition 
                    | postposition
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 in on at by 
for to of with from 

about …  de dans sur 
pour avec à … 

 kā ko ne se 
mẽ par tak … 

 (n)eun i/ga, 
do, (r)eul … 
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Feature 85A: Order of Adposition and Noun Phrase 
Dryer in WALS, http://wals.info/chapter/85

http://wals.info/chapter/85
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“I study preposition semantics.”
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“Senator Dianne Feinstein laying 
the groundwork to sue DOJ  

for release of the whistleblower 
report”
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https://www.dailykos.com/stories/2019/9/21/1886964/-Senator-Dianne-Feinstein-laying-the-groundwork-to-sue-DOJ-for-release-of-the-whistleblower-report 

https://www.dailykos.com/stories/2019/9/21/1886964/-Senator-Dianne-Feinstein-laying-the-groundwork-to-sue-DOJ-for-release-of-the-whistleblower-report


“Senator Dianne Feinstein laying 
the groundwork to sue DOJ  

for release of the whistleblower 
report”
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https://www.heyalma.com/high-holiday-guide/how-to-actually-apologize-for-yom-kippur-according-to-jewish-therapists/

https://www.heyalma.com/high-holiday-guide/how-to-actually-apologize-for-yom-kippur-according-to-jewish-therapists/
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https://www.reddit.com/r/facepalm/comments/adhcno/i_believe_thats_meant_to_be_the_date/  

https://twitter.com/s_crawford/status/1143721488534708224  

https://www.reddit.com/r/facepalm/comments/adhcno/i_believe_thats_meant_to_be_the_date/
https://twitter.com/s_crawford/status/1143721488534708224
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based on COCA list of 5000 most frequent English words



With great frequency comes 
great polysemy.
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leave for Paris
spatial: goal/
destination go to Paris

ate for hours temporal: duration ate over most of  an 
hour 

a gift for mother recipient give the gift to mother 

go to the store for eggs purpose go to the store to buy 
eggs

pay/search for the eggs theme spend money on the 
eggs



Labeling Ambiguity
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Identity          vs. Purpose9KNN�YQTM��
HQT�HQQF

“Senator Dianne Feinstein laying 
the groundwork to sue DOJ  

for release of the whistleblower 
report”

 X

https://www.dailykos.com/stories/2019/9/21/1886964/-Senator-Dianne-Feinstein-laying-the-groundwork-to-sue-DOJ-for-release-of-the-whistleblower-report 

Purpose  vs.  Explanation

Locus          vs. Time
�������

INSTALLED ON:



Prepositions
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What people think I do What I actually do

space · time · causality · comparison 
identity · meronymy · possession 
emotion · perception · cognition 
communication · social relations 

benefaction · measurement · pragmatics...



Interesting for NLP
• Syntactic parsing (PP attachment) 

• Semantic role labeling/semantic parsing → 
NLU 

‣ The meaning distinctions that languages tend to 
grammaticalize 

• Second language acquisition/grammatical 
error correction 

• Machine translation 

‣ MT into English: mistranslation of prepositions 
among most common errors [Hashemi & Hwa, 2014; 
Popović, 2017]
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Goal: Disambiguation
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• Descriptive theory (annotation scheme, guidelines) 

• Dataset 

• Disambiguation system (classifier)



Approaches to Semantic Description/
Disambiguation of Prepositions

• Sense-based, e.g. The Preposition Project and spinoffs [Litkowski & 
Hargraves 2005, 2007; Litkowski 2014; Ye & Baldwin, 2007; Saint-Dizier 2006; 
Dahlmeier et al. 2009; Tratz & Hovy 2009; Hovy et al. 2010, 2011; Tratz & Hovy 2013] 

‣ Polysemy networks [e.g. Brugman 1981; Lakoff 1987; Tyler & Evans 2001] 

‣ Space and time [Herskovits 1986; Regier 1996; Zwarts & Winter 2000; 
Bowerman & Choi 2003; Khetarpal et al. 2009; Xu & Kemp 2010] 

• Class-based [Moldovan et al. 2004; Badulescu & Moldovan 2009; O’Hara & Wiebe 
2009; Srikumar & Roth 2011, 2013; Müller et al. 2012 for German] 

• Our work is the first class-based approach that is comprehensive 
w.r.t. tokens AND types [Schneider et al. 2015, 2016, 2018; Hwang et al. 2017]
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Approaches to Semantic Description/
Disambiguation of Prepositions

• Sense-based, e.g. The Preposition Project and spinoffs [Litkowski & 
Hargraves 2005, 2007; Litkowski 2014; Ye & Baldwin, 2007; Saint-Dizier 2006; 
Dahlmeier et al. 2009; Tratz & Hovy 2009; Hovy et al. 2010, 2011; Tratz & Hovy 2013] 

‣ Polysemy networks [e.g. Brugman 1981, Lakoff 1987, Tyler & Evans 2001] 

‣ Space and time [Herskovits 1986, Regier 1996, Zwarts & Winter 2000, 
Bowerman & Choi 2003, Khetarpal et al. 2009, Xu & Kemp 2010] 

• Class-based [Moldovan et al. 2004; Badulescu & Moldovan 2009; O’Hara & Wiebe 
2009; Srikumar & Roth 2011, 2013; Müller et al. 2012 for German] 

• Our work is the first class-based approach that is comprehensive 
w.r.t. tokens AND types [Schneider et al. 2015, 2016, 2018; Hwang et al. 2017]
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• Coarse-grained supersenses 

‣ The cat is on the mat in the kitchen on a Sunday in the afternoon 

• Comprehensive with respect to naturally occurring text  

• Unified scheme for prepositions and possessives 

‣ the pages of the book / the book’s pages 

• Scene role and preposition’s lexical contribution are 
distinguished

Our Approach

21

LocusLocus LocusTime

LocusWhole



Semantic Network of Adposition 
and Case Supersenses 
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1.2 Inventory

The v2 hierarchy is a tree with 50 labels. They are organized into three major
subhierarchies: CIRCUMSTANCE (18 labels), PARTICIPANT (14 labels), and CON-
FIGURATION (18 labels).

Circumstance

Temporal

Time

StartTime

EndTime

Frequency

Duration

Interval

Locus

Source

Goal

Path

Direction

Extent

Means

Manner

Explanation

Purpose

Participant

Causer

Agent

Co-Agent

Theme

Co-Theme

Topic

Stimulus

Experiencer

Originator

Recipient

Cost

Beneficiary

Instrument

Configuration

Identity

Species

Gestalt

Possessor

Whole

Characteristic

Possession

PartPortion

Stuff

Accompanier

InsteadOf

ComparisonRef

RateUnit

Quantity

Approximator

SocialRel

OrgRole

• Items in the CIRCUMSTANCE subhierarchy are prototypically expressed as
adjuncts of time, place, manner, purpose, etc. elaborating an event or en-
tity.

• Items in the PARTICIPANT subhierarchy are prototypically entities func-
tioning as arguments to an event.

• Items in the CONFIGURATION subhierarchy are prototypically entities or
properties in a static relationship to some entity.

5

[Schneider et al., ACL 2018]

(SNACS)



Annotation
• We fully annotated an English corpus of web reviews 

‣ Original annotators were CU Boulder students with prior linguistic 
annotation experience [Schneider et al. 2016] 

‣ “The main annotation was divided into 34 batches of 100 
sentences.” ≈1 hr / 100 sentences / annotator 

‣ “Original IAA for most of these batches fell between 60% and 78%, 
depending on factors such as the identities of the annotators and 
when the annotation took place (annotator experience and PrepWiki 
documentation improved over time).” 

‣ Original hierarchy had 75 categories. As the supersense categories 
were revised (down to 50), we updated the annotations.

23
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Supersense 
Tagged 
Repository of  
English with a  
Unifi ed 
Semantics for 
Lexical 
Expressions tiny.cc/streusle

✦ 55k words of  English 
web reviews 

✴ 3,000 strong MWE 
mentions 

✴ 700 weak MWE 
mentions 

✴ 9,000 noun mentions 
✴ 8,000 verb mentions 
✴ 4,000 prepositions 
✴ 1,000 possessives

http://tiny.cc/streusle


STREUSLE Examples

Three weeks ago, burglars tried to gain_entry  
 

into the rear of my home. 

Mrs._Tolchin provided us with excellent service and  
 

came with a_great_deal of knowledge and professionalism!
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Characteristic

Theme

Quantity

[Schneider et al., ACL 2018]

(simplified slightly)

Time

Goal Whole

Possessor



Guidelines

• Description of the 50 supersenses as applied to English 
currently stands at 91 pages (https://arxiv.org/abs/1704.02134) 

‣ Examples, criteria for borderline cases, special constructions 

• Currently beta-testing a website that provides browsable 
guidelines + adpositions database + corpus annotations

26

https://arxiv.org/abs/1704.02134


Prepositions
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Other
2,503 Temporal

516

Spatial
1,148

P and PP tokens by scene role in web reviews (STREUSLE 4.1)

[Schneider et al., ACL 2018]



Preposition types
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out of  
at least 
due to 

because of  
at all 

less than 

as soon as 
all over 

instead of  
other than 

next to 
nothing but 

in front of  
more than 
more like 
along with 
just about 
thanks to 

rather than 
as to 

such as 
as long as 
aside from 

…

to 
of  
in 
for 

with 
on 

at 
from 
about 
like 
by 

after 

as 
back 

before 
over 
than 
since 

around 
into 
out 

without 
off  

until 

through 
ago 

away 
within 
during 

…



P tokens in web reviews (STREUSLE 4.1)

Distribution: P types

29excludes PP idioms, possessives, ??, etc.

by
afterlike

as
about

from
158 on

199
at
225 with

336

to
357

in
488

for
499

of
508



P tokens in web reviews (STREUSLE 4.1)

Distribution: P types vs. SNACS

30excludes PP idioms, possessives, ??, etc.

3948 tokens, 47 supersenses

Explanation
Stimulus

Direction

Purpose

ComparisonRef

Quantity

Theme

Topic

Goal

Time

Locus

3948 tokens, 117 types

by
afterlike

as
about

from
158 on

199
at
225 with

336

to
357

in
488

for
499

of
508



Possessives
• Previous literature on annotating semantics of possessives 

[Badulescu & Moldovan 2009; Tratz & Hovy 2013] 

• The preposition of occupies similar semantic space, sometimes 
alternates with ’s: 

‣ the pages of the book / the book’s pages 

‣ the murder of the boy / the boy’s murder 

• We applied SNACS to annotate all instances of s-genitives 
(possessive ’s and possessive pronouns): 1116 tokens 

‣ Can inform linguistic studies of the genitive alternation  
[Rosenbach 2002; Stefanowitsch 2003; Shih et al. 2012; Wolk et al. 2013]

31[Blodgett & Schneider, LREC 2018]



Construal
• Assumption thus far:  

preposition token’s semantics = role in a scene 
‣ I worked there for 10 years. 

• But it’s not always so simple: 
‣ I work at a large company. 

‣ I work for a large company. 

32

Duration

OrgRole? Locus?

OrgRole? Beneficiary?



Construal
• Solution: allow tokens to receive two labels from the 

hierarchy, one for the scene role and one for the 
preposition’s semantics, when warranted. 

‣ I work at a large company. 
 
 

‣ I work for a large company. 

33

…OrgRole

Locus

Beneficiary

…OrgRole



Construal
• The separation of role and function addresses many cases 

of “overlap” and reduces the number of specialized 
categories needed in the hierarchy. 

‣ Put it into the box. 
 
 

‣ Put it in/beside the box. 

34

…Goal

Goal

…Goal

Locus



Construal
• Experiencers can be realized as recipients/datives: 

‣ The bear felt scary to me. 

• In some languages, this is the main way Experiencers are 
realized: 
‣ koev li ha-roš. [Hebrew] 

Hurts to.me the-head          ‘My head hurts.’ 
‣ mujh-ko garmii lag rahii hai. [Hindi] 

I-DAT heat feel PROG PRESS    ‘I’m feeling hot.’

35

Goal

…Experiencer



Interannotator Agreement: 
New Corpus & Genre

36[Schneider et al., ACL 2018]

After a few rounds of pilot annotation on  
The Little Prince and minor additions to the 

guidelines: 78% on 216 unseen targets 

‣ 5 annotators, varied familiarity with scheme 

‣ Exact agreement (avg. pairwise):  
74.4% on roles, 81.3% on functions 

✴ In the same region of the hierarchy 93% of the 
time 

✴ Most similar pair of annotators:  
78.7% on roles, 88.0% on functions



How well can we find+disambiguate 
preps automatically?

• Schneider et al. 2018: 56% 
with a standard classifier 

• Liu et al. 2019: BERT helps 
a lot! 

• Liu et al. 2020: 72% with a 
CRF+BERT, integrated in full 
lexical semantic tagging
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Abstract
Segmentation and (segment) labeling are gen-
erally treated separately in lexical seman-
tics, raising issues due to their close inter-
dependence and necessitating joint annotation.
We therefore investigate the lexical semantic
recognition task of multiword expression seg-
mentation and supersense disambiguation, uni-
fying several previously-disparate styles of lex-
ical semantic annotation. We evaluate a neu-
ral CRF model along all annotation axes avail-
able in version 4.3 of the STREUSLE corpus:
lexical unit segmentation (multiword expres-
sions), word-level syntactic tags, and super-
sense classes for noun, verb, and preposition/-
possessive units. As the label set generalizes
that of previous tasks (DiMSUM, PARSEME),
we additionally evaluate how well the model
generalizes to those test sets, with encourag-
ing results. By establishing baseline models
and evaluation metrics, we pave the way for
comprehensive and accurate modeling of lexi-
cal semantics.

1 Introduction
Many NLP tasks traditionally approached as tag-
ging, such as named entity recognition, supersense
tagging, and multiword expression identification,
focus on lexical semantic behavior—they aim to
identify and categorize lexical semantic units in
running text using a general set of labels. By anal-
ogy with named entity recognition, we can use
the term lexical semantic recognition (LSR) for
such chunking-and-labeling tasks that apply to lex-
ical meaning generally, not just entities. This dis-
ambiguation can serve as a foundational layer of
analysis for downstream applications in natural lan-
guage processing, and provides an initial level of
organization for compiling lexical resources, such
as semantic nets and thesauri.

In this paper, we investigate a more inclusive
LSR task of lexical semantic segmentation and dis-

ambiguation in the STREUSLE corpus1 (Schneider
and Smith, 2015; Schneider et al., 2018a). As de-
tailed in §2, STREUSLE contains comprehensive
annotations of MWEs (along with their holistic syn-
tactic status) and noun, verb, and preposition/pos-
sessive supersenses. It thus subsumes evaluations
like those featured in the DiMSUM and PARSEME
shared tasks (Schneider et al., 2016; Ramisch et al.,
2018). We train a baseline neural CRF using BERT
embeddings and find that it obtains encouraging
results on the overall task and on the tasks it sub-
sumes (§3).

This paper thus contributes:
• a baseline neural CRF for an inclusive English

lexical semantic recognition task as defined in
the STREUSLE corpus; and

• comparisons with the state of the art on exist-
ing tasks subsumed by our tagger.

2 Tagging Frameworks
In this work, we mainly address the rich lexical
semantic analysis in STREUSLE (§2.1), but also
address PARSEME and DiMSUM (§2.2).

2.1 STREUSLE
STREUSLE (Supersense-Tagged Repository of En-
glish with a Unified Semantics for Lexical Expres-
sions; Schneider and Smith, 2015; Schneider et al.,
2018b)2 is a corpus of online reviews annotated
comprehensively for lexical semantic units and su-
persense labels. This is done with 3 annotation lay-
ers on top of the tokens. The layers are multiword
expressions, lexical categories, and supersenses.
The supersenses apply to noun, verb, and preposi-
tional/possessive units. Figure 1 shows an example.
The annotation layers are described in §2.1.1, and
their serialized encoding as tags in §2.1.2.

1STREUSLE consists of English web reviews, but the style
of annotation is not specific to English or the reviews genre.

2https://github.com/nert-nlp/streusle
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Abstract

Contextual word representations derived from
large-scale neural language models are suc-
cessful across a diverse set of NLP tasks,
suggesting that they encode useful and trans-
ferable features of language. To shed light
on the linguistic knowledge they capture, we
study the representations produced by sev-
eral recent pretrained contextualizers (variants
of ELMo, the OpenAI transformer language
model, and BERT) with a suite of sixteen di-
verse probing tasks. We find that linear mod-
els trained on top of frozen contextual repre-
sentations are competitive with state-of-the-art
task-specific models in many cases, but fail on
tasks requiring fine-grained linguistic knowl-
edge (e.g., conjunct identification). To inves-
tigate the transferability of contextual word
representations, we quantify differences in the
transferability of individual layers within con-
textualizers, especially between recurrent neu-
ral networks (RNNs) and transformers. For in-
stance, higher layers of RNNs are more task-
specific, while transformer layers do not ex-
hibit the same monotonic trend. In addition, to
better understand what makes contextual word
representations transferable, we compare lan-
guage model pretraining with eleven super-
vised pretraining tasks. For any given task,
pretraining on a closely related task yields bet-
ter performance than language model pretrain-
ing (which is better on average) when the pre-
training dataset is fixed. However, language
model pretraining on more data gives the best
results.

1 Introduction

Pretrained word representations (Mikolov et al.,
2013; Pennington et al., 2014) are a key compo-
nent of state-of-the-art neural NLP models. Tra-
ditionally, these word vectors are static—a single

*Work done while at the Allen Institute for Artificial In-
telligence.

Figure 1: An illustration of the probing model setup
used to study the linguistic knowledge within contex-
tual word representations.

vector is assigned to each word. Recent work has
explored contextual word representations (hence-
forth: CWRs), which assign each word a vector
that is a function of the entire input sequence; this
enables them to model the use of words in context.
CWRs are typically the outputs of a neural net-
work (which we call a contextualizer) trained on
tasks with large datasets, such as machine trans-
lation (McCann et al., 2017) and language mod-
eling (Peters et al., 2018a). CWRs are extraordi-
narily effective—using them in place of traditional
static word vectors within the latest models leads
to large gains across a variety of NLP tasks.

The broad success of CWRs indicates that they
encode useful, transferable features of language.
However, their linguistic knowledge and transfer-
ability are not yet well understood.

Recent work has explored the linguistic knowl-
edge captured by language models and neural ma-
chine translation systems, but these studies often
focus on a single phenomenon, e.g., knowledge of
hierarchical syntax (Blevins et al., 2018) or mor-
phology (Belinkov et al., 2017a). We extend prior
work by studying CWRs with a diverse set of six-
teen probing tasks designed to assess a wide array
of phenomena, such as coreference, knowledge of
semantic relations, and entity information, among

Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Long Papers), pages 185–196
Melbourne, Australia, July 15 - 20, 2018. c�2018 Association for Computational Linguistics
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Abstract

Semantic relations are often signaled with
prepositional or possessive marking—but
extreme polysemy bedevils their analysis
and automatic interpretation. We introduce
a new annotation scheme, corpus, and task
for the disambiguation of prepositions and
possessives in English. Unlike previous
approaches, our annotations are compre-
hensive with respect to types and tokens
of these markers; use broadly applicable
supersense classes rather than fine-grained
dictionary definitions; unite prepositions
and possessives under the same class inven-
tory; and distinguish between a marker’s
lexical contribution and the role it marks in
the context of a predicate or scene. Strong
interannotator agreement rates, as well as
encouraging disambiguation results with
established supervised methods, speak to
the viability of the scheme and task.

1 Introduction
Grammar, as per a common metaphor, gives speak-
ers of a language a shared toolbox to construct and
deconstruct meaningful and fluent utterances. Be-
ing highly analytic, English relies heavily on word
order and closed-class function words like prepo-
sitions, determiners, and conjunctions. Though
function words bear little semantic content, they
are nevertheless crucial to the meaning. Consider
prepositions: they serve, for example, to convey
place and time (We met at/in/outside the restaurant
for/after an hour), to express configurational rela-
tionships like quantity, possession, part/whole, and
membership (the coats of dozens of children in the
class), and to indicate semantic roles in argument
structure (Grandma cooked dinner for the children

∗nathan.schneider@georgetown.edu

(1) I was booked for/DURATION 2 nights at/LOCUS this
hotel in/TIME Oct 2007 .

(2) I went to/GOAL ohm after/EXPLANATION;TIME
reading some of/QUANTITY;WHOLE the reviews .

(3) It was very upsetting to see this kind of/SPECIES
behavior especially in_front_of/LOCUS
my/SOCIALREL;GESTALT four year_old .

Figure 1: Annotated sentences from our corpus.

vs. Grandma cooked the children for dinner). Fre-
quent prepositions like for are maddeningly poly-
semous, their interpretation depending especially
on the object of the preposition—I rode the bus
for 5 dollars/minutes—and the governor of the
prepositional phrase (PP): I Ubered/asked for $5.
Possessives are similarly ambiguous: Whistler’s
mother/painting/hat/death. Semantic interpretation
requires some form of sense disambiguation, but
arriving at a linguistic representation that is flexible
enough to generalize across usages and types, yet
simple enough to support reliable annotation, has
been a daunting challenge (§2).

This work represents a new attempt to strike that
balance. Building on prior work, we argue for an
approach to describing English preposition and pos-
sessive semantics with broad coverage. Given the
semantic overlap between prepositions and posses-
sives (the hood of the car vs. the car’s hood or its
hood), we analyze them using the same inventory
of semantic labels.1 Our contributions include:

• a new hierarchical inventory (“SNACS”)
of 50 supersense classes, extensively docu-
mented in guidelines for English (§3);

• a gold-standard corpus with comprehensive
annotations: all types and tokens of preposi-
tions and possessives are disambiguated (§4;
example sentences appear in figure 1);

• an interannotator agreement study that

1Some uses of certain other closed-class markers—
intransitive particles, subordinators, infinitive to—are also
included (§3.1).

http://aclweb.org/anthology/P18-1018
https://www.aclweb.org/anthology/N19-1112
https://arxiv.org/abs/2004.15008


Case and Adposition Representation 
for Multi-Lingual Semantics (CARMLS)

Can we use the supersenses for case markers and 
adpositions in other languages?

38



39

for

pendant

to

pour à

ate for hours

raise money to buy 
a house

leave for Paris

a gift for mother

raise money for the church

give the gift to mother

go to Paris
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for

pendant

Duration
ate for hours

raise money to buy 
a house

leave for Paris

to

pour

a gift for mother

raise money for the 
church

Purpose

Purpose

Recipient

Destination

à

give the gift to mother
Recipient

go to Paris

Destination



Challenges

• Defining phenomena of interest (what exactly counts as an 
adposition/case marker?) 

• Morphology 

• Application of supersenses 

‣ Including semantics/pragmatics not expressed appositionally in 
English!

41



Localizers: post-NP markers that refine the spatial or metaphoric relation  
(on-top-of, in-the-middle-of, etc.); preposition can be vague (at) 

౯ݢᚆࣁ:LOCUSԶ᯿ᥝጱᕡᜓӤ:TOPIC~>LOCUSኮᲙԧ̶ 

Wo  keneng    zai  mouxie    zhongyao    de      xijie         shang        huacuo-le 
I      possibly   at    some       important    POS   details    on-top-of    draw-wrong-ASP 

‘I probably made some mistakes on important details.’ 

Preposition+localizer combinations are  
sometimes productive → we annotate both 

sometimes idiomatic → we treat as a circumposition

42[Peng et al., LREC 2020]
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Abstract

Adpositions are frequent markers of semantic relations, but they are highly ambiguous and vary significantly from language to language.
Moreover, there is a dearth of annotated corpora for investigating the cross-linguistic variation of adposition semantics, or for building
multilingual disambiguation systems. This paper presents a corpus in which all adpositions have been semantically annotated in Mandarin
Chinese; to the best of our knowledge, this is the first Chinese corpus to be broadly annotated with adposition semantics. Our approach
adapts a framework that defined a general set of supersenses according to ostensibly language-independent semantic criteria, though its
development focused primarily on English prepositions (Schneider et al., 2018). We find that the supersense categories are well-suited
to Chinese adpositions despite syntactic differences from English. On a Mandarin translation of The Little Prince, we achieve high
inter-annotator agreement and analyze semantic correspondences of adposition tokens in bitext.
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1. Introduction

Adpositions (i.e. prepositions and postpositions) include
some of the most frequent words in languages like Chinese
and English, and help convey a myriad of semantic relations
of space, time, causality, possession, and other domains of
meaning. They are also a persistent thorn in the side of sec-
ond language learners owing to their extreme idiosyncrasy
(Chodorow et al., 2007; Lorincz and Gordon, 2012). For
instance, the English word in has no exact parallel in an-
other language; rather, for purposes of translation, its many
different usages cluster differently depending on the second
language. Semantically annotated corpora of adpositions in
multiple languages, including parallel data, would facilitate
broader empirical study of adposition variation than is pos-
sible today, and could also contribute to NLP applications
such as machine translation (Li et al., 2005; Agirre et al.,
2009; Shilon et al., 2012; Weller et al., 2014, 2015; Hashemi
and Hwa, 2014; Popović, 2017) and grammatical error cor-
rection (Chodorow et al., 2007; Tetreault and Chodorow,
2008; De Felice and Pulman, 2008; Hermet and Alain, 2009;
Huang et al., 2016; Graën and Schneider, 2017).

This paper describes the first corpus with broad-coverage an-
notation of adpositions in Chinese. For this corpus we have
adapted Schneider et al.’s (2018) Semantic Network of Ad-
position and Case Supersenses annotation scheme (SNACS;
see §2.2) to Chinese.1 Though other languages were taken
into consideration in designing SNACS, no serious annota-
tion effort has been undertaken to confirm empirically that
it generalizes to other languages. After developing new
guidelines for syntactic phenomena in Chinese (§3), we ap-
ply the SNACS supersenses to a translation of The Little
Prince2 (Xiǎo Wáng Zı̌), finding the supersenses to be robust
and achieving high inter-annotator agreement (§4). We ana-
lyze the distribution of adpositions and supersenses in the

1Zhu et al. (2019) previewed our approach.
2Originally Le Petit Prince by Antoine de St. Exupéry, pub-

lished in 1943 and subsequently translated into numerous lan-
guages.

corpus, and compare to adposition behavior in a separate
English corpus (see §5). We also examine the predictions of
a part-of-speech tagger in relation to our criteria for anno-
tation targets (§6). The annotated corpus and the Chinese
guidelines for SNACS will be made freely available online.3

2. Related Work

To date, most wide-coverage semantic annotation of prepo-
sitions has been dictionary-based, taking a word sense dis-
ambiguation perspective (Litkowski and Hargraves, 2005,
2007; Litkowski, 2014). Schneider et al. (2015) proposed
a supersense-based (unlexicalized) semantic annotation
scheme which would be applied to all tokens of preposi-
tions in English text. We adopt a revised version of the
approach, known as SNACS (see §2.2). Previous SNACS
annotation efforts have been mostly focused on English—
particularly STREUSLE (Schneider et al., 2016, 2018), the
semantically annotated corpus of reviews from the English
Web Treebank (EWT; Bies et al., 2012). We present the first
adaptation of SNACS for Chinese by annotating an entire
Chinese translation of The Little Prince.

2.1. Chinese Adpositions and Roles

In the computational literature for Chinese, apart from some
focused studies (e.g., Yang and Kuo (1998) on logical-
semantic representation of temporal adpositions), there has
been little work addressing adpositions specifically. Most
previous semantic projects for Mandarin Chinese focused
on content words and did not directly annotate the semantic
relations signaled by functions words such as prepositions
(Xue et al., 2014; Hao et al., 2007; You and Liu, 2005; Li
et al., 2016). For example, in Chinese PropBank, Xue (2008)
argued that the head word and its part of speech are clearly
informative for labeling the semantic role of a phrase, but
the preposition is not always the most informative element.
Li et al. (2003) annotated the Tsinghua Corpus (Zhang,
1999) from People’s Daily where the content words were

3https://github.com/nert-nlp/Chinese-SNACS/
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• In German, morphological case marking often signals semantic roles, 
e.g. Dative case for Recipients (whereas we use “to” in English). 

‣ Assign a supersense to the noun’s case? What if it is not overt (no article)? 

• In a PP, the choice of preposition interacts with the cases the noun is 
allowed to take. 

‣ With most locative prepositions, P + N.DAT has a stative/locational 
meaning, and P + N.ACC has a directional/goal meaning:

Introduction Cases and prepositions ... in a little more detail

Cases and prepositions

some prepositions can govern multiple cases
D or A: an (“at, to”), auf (“on, onto”), hinter (“behind”), in,
neben (“next to”), über (“over, about”), unter (“under”), vor
(“in front of”), zwischen (“between”)

) disambiguation between location (D) and direction (A)

D A
in in dem Auto in das Auto

unter unter dem Auto unter das Auto

DAT ACC



• Korean (also Japanese) has postpositions that signal 
pragmatic focus similar to English ‘only’, ‘also’, ‘even’, etc. 

빵도           먹어요 
bread-to    eat 

eat bread also (as well as other things) 

빵만                먹어요 
bread-man     eat 

eat only bread 

‣ Semantic/pragmatic territory not covered by English 
adpositions! 

‣ Proposed Solution: Additional supersense(s).
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सुर$ाकिम) य+ !ारा[1] की बदतमीजी के चलते[2] िबपाशा का[3] गु5ा सातव7 आसमान पर[4] 

जा प:चंा और पहले तो उC+ने वहD पर[5] इन गाड्Hस की[6] खैर खबर ली लेिकन बाद म,[7] गु5े 
के चलते[8] िबपाशा महोLव म,[9] िबना[10] भाग िलए वापस लौट गई । 

Translation: During[2] the improper conduct by[1] the security men, 
Bipasha's[3] anger reached[4] the sky and at first, she gave a severe 
scolding to[6] the guards right there[5]; however, afterwards[7], because[8] 
she was angry, Bipasha returned without[10] participating in[9] the festival. 

●!ारा[1, dvara]: Agent 

●के चलते[2, ké chalte]: ~Duration 

●का[3, ka]: Possessor 

●पर[4, purr]: Destination, part of an idiom (anger reaching the sky) 

●पर[5, purr]: Location 

●की[6, ki]: Patient 

●म,[7, mein]: RelativeTime
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Crosslinguistic Correspondence
Preliminary quantitative results
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Ch. 1, 4, 5 en zh
# P 239 141

Aligned P 71: 73% same scene role, 
51% same function

Ch. 1, 4 en de
# P 168 109

Aligned P 73: 80% same scene role, 
55% same function



Further Questions
1. Descriptive linguistics: What are the similarities and 

differences in adposition/case semantics across 
languages? 

2. Annotation efficiency: Can human annotation be simplified 
or partially crowdsourced/automated without sacrificing 
quality? 

3. Representation learning: What can contextualized 
embeddings (e.g. BERT) teach us about adposition senses? 

4. Cross-lingual modeling and applications
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Looking Ahead

• Adposition use in L2 English 

• Beyond adpositions/possessives: general semantic roles 

‣ Preliminary results on annotation of English subjects and 
objects [Shalev et al. 2019] 

• Integration with graph-structured semantic 
representations
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• Integration with graph-structured semantic representations: 
Universal Conceptual Cognitive Annotation (UCCA)
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Abstract

Universal Conceptual Cognitive Annotation
(UCCA; Abend and Rappoport, 2013) is
a typologically-informed, broad-coverage se-
mantic annotation scheme that describes
coarse-grained predicate-argument structure
but currently lacks semantic roles. We argue
that lexicon-free annotation of the semantic
roles marked by prepositions, as formulated
by Schneider et al. (2018), is complementary
and suitable for integration within UCCA. We
show empirically for English that the schemes,
though annotated independently, are compati-
ble and can be combined in a single semantic
graph. A comparison of several approaches to
parsing the integrated representation lays the
groundwork for future research on this task.

1 Introduction

A common thread in many approaches to mean-
ing representation is the idea that abstract struc-
tures can describe semantic invariants that hold
across paraphrasing or translation: for example,
semantic dependency relations capturing predicate-
argument structures or other types of semantic
relations that can be annotated within sentences
(e.g., Böhmová et al., 2003; Oepen et al., 2015;
Banarescu et al., 2013). These annotation schemes
can be distinguished by various design principles
such as language-specificity; the level of granu-
larity of meaning elements; the reliance on mor-
phosyntactic criteria to define the units of semantic
annotation; the extent to which human annotators
specify semantics from scratch; and many others
(Abend and Rappoport, 2017).

In this work, we seize an opportunity to unite
two previously unrelated—yet complementary—
meaning representations in NLP. On the one
hand, Universal Conceptual Cognitive Annotation
(UCCA; Abend and Rappoport, 2013) provides
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Figure 1: Semantic parse illustrating the integrated rep-
resentation proposed here. Solid edges are the UCCA
parse’s primary edges, and the dotted edge is a re-
mote edge. Dashed arrows show how SNACS labels
(green small caps) have been mapped onto edges of the
UCCA structure from the prepositions on which they
were originally annotated. The following UCCA cat-
egories are abbreviated: A = Participant, R = Relator,
H = Parallel scene, Q = Quantifier, Fxn = Function.

a skeletal structure of semantic units and rela-
tions, with typologically-based criteria for mark-
ing predicate-argument structures, based on “Basic
Linguistic Theory”, an established framework for
typological description (Dixon, 2010/2012). On
the other hand, a recent approach to annotation
of English prepositions and possessives (SNACS;
Schneider et al., 2018) provides an inventory of
labels that characterize semantic relations. UCCA
and SNACS follow similar design principles: they
are both language-neutral, with general-purpose
coarse-grained labels rather than lexically-specific
senses or roles; and they are both designed for
direct semantic annotation, without requiring a syn-
tactic parse as a foundation. The philosophy is that
these properties will facilitate annotation in many
languages and domains that may lack detailed lexi-
cons. But UCCA makes only the most rudimentary
role distinctions, while SNACS annotations thus far
have not made explicit which elements are being
brought into a semantic relation (§2).

We propose a design that achieves the best of
both worlds, as illustrated for an English example
in figure 1. Taking advantage of an English corpus
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a skeletal structure of semantic units and rela-
tions, with typologically-based criteria for mark-
ing predicate-argument structures, based on “Basic
Linguistic Theory”, an established framework for
typological description (Dixon, 2010/2012). On
the other hand, a recent approach to annotation
of English prepositions and possessives (SNACS;
Schneider et al., 2018) provides an inventory of
labels that characterize semantic relations. UCCA
and SNACS follow similar design principles: they
are both language-neutral, with general-purpose
coarse-grained labels rather than lexically-specific
senses or roles; and they are both designed for
direct semantic annotation, without requiring a syn-
tactic parse as a foundation. The philosophy is that
these properties will facilitate annotation in many
languages and domains that may lack detailed lexi-
cons. But UCCA makes only the most rudimentary
role distinctions, while SNACS annotations thus far
have not made explicit which elements are being
brought into a semantic relation (§2).

We propose a design that achieves the best of
both worlds, as illustrated for an English example
in figure 1. Taking advantage of an English corpus

[CoNLL 2019]

• Integration with graph-structured semantic representations: 
Universal Conceptual Cognitive Annotation (UCCA)
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Adpositions & case markers are 
an important challenge for NLP!
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1.2 Inventory

The v2 hierarchy is a tree with 50 labels. They are organized into three major
subhierarchies: CIRCUMSTANCE (18 labels), PARTICIPANT (14 labels), and CON-
FIGURATION (18 labels).

Circumstance

Temporal

Time

StartTime

EndTime

Frequency

Duration

Interval

Locus

Source

Goal

Path

Direction

Extent

Means

Manner

Explanation

Purpose

Participant

Causer

Agent

Co-Agent

Theme

Co-Theme

Topic

Stimulus

Experiencer

Originator

Recipient

Cost

Beneficiary

Instrument

Configuration

Identity

Species

Gestalt

Possessor

Whole

Characteristic

Possession

PartPortion

Stuff

Accompanier

InsteadOf

ComparisonRef

RateUnit

Quantity

Approximator

SocialRel

OrgRole

• Items in the CIRCUMSTANCE subhierarchy are prototypically expressed as
adjuncts of time, place, manner, purpose, etc. elaborating an event or en-
tity.

• Items in the PARTICIPANT subhierarchy are prototypically entities func-
tioning as arguments to an event.

• Items in the CONFIGURATION subhierarchy are prototypically entities or
properties in a static relationship to some entity.

5



A long way to go.

53



nert

Acknowledgments
CU annotators 

Julia Bonn 
Evan Coles-Harris 
Audrey Farber 
Nicole Gordiyenko 
Megan Hutto 
Celeste Smitz 
Tim Watervoort 

CMU pilot annotators 

Archna Bhatia 
Carlos Ramírez 
Yulia Tsvetkov 
Michael Mordowanec 
Matt Gardner 
Spencer Onuffer 
Nora Kazour 

Special thanks 

Noah Smith 
Mark Steedman 
Claire Bonial 
Tim Baldwin 
Miriam Butt 
Chris Dyer 
Ed Hovy 
Lingpeng Kong 
Lori Levin 
Ken Litkowski 
Orin Hargraves 
Michael Ellsworth 
Dipanjan Das & Google

54

tiny.cc/streusle

http://tiny.cc/streusle

