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Overview
● Option 1: NumEval

● Option 2: BabyLM

● Option 3: Shroom

● Option 4: A Novel Task Defying Common Sense



https://sites.google.com/view/numeval/numeval?authuser=0

Option 1: NumEval

https://sites.google.com/view/numeval/numeval?authuser=0


Task 1: Quantitative Understanding

Option 1: NumEval



Task 2: Reading

Comprehension

of Numerals (Chinese)

Option 1: NumEval



Task 3: Numeral aware

headline generation

Option 1: NumEval



https://babylm.github.io/index.html

● Train an LM on 100M words or less

○ Strict: 10M or less words

○ Strict-small: 100M or less words

○ Loose: 100M or less + unlimited non-linguistic data + 

unlimited texts generated by the model itself

● Train set available, evaluation script available

Option 2: BabyLM

https://babylm.github.io/index.html


https://helsinki-nlp.github.io/shroom/

Option 3: Shroom

https://helsinki-nlp.github.io/shroom/


Option 3: Shroom
● Background: NLG(Natural Language Generation) faces problem when generating contents, NLG 

model may generate contents look fluent but logically not suitable for original question. This 

phenomena is called Hallucination
● Target: Do binary classification on detecting fluent but incorrect output of NLG

● Subtasks:
1. Definition Modeling

2. Machine Translation

3. Paraphrase Generation

Piece of dev data for Track 2, machine translation



Option 3: Shroom
● Notable Pros/Cons for this option:

○ Built-in baseline kit and natural 50% baseline for binary classification

○ Their training data is claimed to be not labeled. 

■ In their recommendation, they encourage to use some extra source to do 

labeling first

■ Another common solution is to do partition on dev/test set. However their 

labeled dev set is one thousandth the size of training data, which may not be 

ideal



https://brainteasersem.github.io/

Option 4: BRAINTEASER

https://brainteasersem.github.io/


Option 4: BRAINTEASER
● Target: Do multiple-choice Question Answering task, to observe subtle relationship between 

question and answer, defying preconceptions

● Subtasks:

1. Sentence Puzzle

2. Word Puzzle


