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Natural Language Generation (NLG)

● Best expressed as sequence-to-sequence 
problems.

● Find a model that maps a sequence of input 
words to a sequence of target words. 

○ Summarization
○ Translation
○ Digital assistants

2https://huggingface.co/blog/encoder-decoder 
Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284
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Other Interesting NLG Use Cases

3

Data-to-text

ToTTo (Parikh et al., EMNLP 2020)

Two children are sitting at a table in a restaurant. The children are one little girl and 
one little boy. The little girl is eating a pink frosted donut with white icing lines on 
top of it. The girl has blonde hair and is wearing a green jacket with a black long 
sleeve shirt underneath. The little boy is wearing a black zip up jacket and is 
holding his finger to his lip but is not eating. A metal napkin dispenser is in 
between them at the table. The wall next to them is white brick. Two adults are on 
the other side of the short white brick wall. The room has white circular lights on 
the ceiling and a large window in the front of the restaurant. It is daylight outside.

Visual description

Krause et al., CVPR 2017Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



SOTA NLG System – ChatGPT
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Outline

● Seq2seq decoding

● Large language models

● Evaluation of text generation

● Machine translation

● Question answering

● Risks & Ethics
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Recap - Encoder-Decoders
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Decoding: what is it all about?

● At each time step t, our model computes a vector of scores for each token in our vocabulary S 
∈ ℝV

● Then, we compute a probability distribution P over these scores with a softmax function:

● Our decoding algorithm defines a function to select a token from this distribution:

7Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



Decoding: Greedy decoding

Take most probable word on each step
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Decoding: Greedy decoding

● Greedy decoding has no way to undo decisions!

○ Input: il a m’entarté (he hit me with a pie)
○ → he ____
○ → he hit ____
○ → he hit a ____ (whoops! no going back now…)

● How to fix this?
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Exhaustive search decoding

● Ideally, we want to find a (length T) translation y that maximizes

● We could try computing all possible sequences y
● This means that on each step t of the decoder, we’re tracking Vt possible partial translations, 

where V is vocab size
● This O(VT) complexity is far too expensive!
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Beam search decoding

● Core idea: On each step of decoder, keep track of the k most probable partial translations 
(which we call hypotheses) 

○ k is the beam size (in practice around 5 to 10, in NMT)
● A hypothesis y1,...,yt has a score which is its log probability:

○ Scores are all negative, and higher score is better 
○ We search for high-scoring hypotheses, tracking top k on each step

● Beam search is not guaranteed to find optimal solution
● But much more efficient than exhaustive search!
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Beam search decoding: stopping criterion

● In greedy decoding, usually we decode until the model produces an <END> token
○ For example: <START> he hit me with a pie <END>

● In beam search decoding, different hypotheses may produce <END> tokens on different 
timesteps

○ When a hypothesis produces <END>, that hypothesis is complete.
○ Place it aside and continue exploring other hypotheses via beam search.

● Usually we continue beam search until:
○ We reach timestep T (where T is some predefined cutoff), or
○ We have at least n completed hypotheses (where n is pre-defined cutoff)
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Readings

● The Curious Case of Neural Text Degeneration

● Learning to Write with Cooperative Discriminators

● Empirical Analysis of Beam Search Performance Degradation in Neural Sequence Models
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https://openreview.net/forum?id=rygGQyrFvH
https://aclanthology.org/P18-1152/
http://proceedings.mlr.press/v97/cohen19a/cohen19a.pdf


Seq2seq Pre-trained Models

14Figure credit: HuggingFace, Sylvain Gugger



BART, Lewis et al. (2019)

BART is a denoising autoencoder that maps a corrupted document to the original document it was 
derived from.
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BART for Summarization, Lewis et al. (2019)

● Pre-train on the BART task: take random chunks of text, noise them according to the schemes 
described, and try to “decode” the clean text

● Fine-tune on a summarization dataset:  a news article is the input and a summary of that article 
is the output (usually 1-3 sentences depending on the dataset)

● Can achieve good results even with few summaries to fine-tune on, compared to basic seq2seq 
models which require 100k+ examples  to do well
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BART for Summarization: Outputs
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T5, Raffel et al. (2019)

● Pre-training: similar denoising 
scheme to BART (they were released 
within a week of each other in fall 
2019)

● Input: text with gaps. Output: a 
series of phrases to fill those gaps
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OpenAI GPT/GPT2, Radford et al. (2019)

● Very large language models using the Transformer architecture
● Straightforward left-to-right language model, trained on raw text
● GPT2: trained on 40GB of text
● By far the largest of these models trained when it came out in March  2019
● Very large language models using the Transformer architecture
● Because it's a language model, we can generate from it
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GPT2

Approximate size of BERT



Pre-Training Cost (with Google/AWS)

● BERT: Base $500, Large $7000
● GPT-2 (as reported in other work): $25,000
● This is for a single pre-training run…developing new pre-training techniques may require many 

runs
● Fine-tuning these models can typically be done with a single GPU (but may take 1-3 days for 

medium-sized datasets)
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Pushing the Limits: GPT-3

● 175B parameter model: 96 layers, 96 heads, 12k-dim vectors
● Trained on Microsoft Azure, estimated to cost roughly $10M
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Pre-GPT-3: Fine-tuning

● Fine-tuning: this is the “normal way” of
doing learning in models like GPT-2

● Requires computing the gradient and
applying a parameter update on every 
example

● This is super expensive with 175B 
parameters
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GPT-3: Few-shot Learning

● GPT-3 proposes an alternative: in-context 
learning. Just uses the off-the shelf
model, no gradient updates

● This procedure depends heavily on the 
examples you pick as well as the prompt 
(“Translate English to French”)
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GPT-3
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Reinforcement Learning from Human Feedback (RLHF)
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Ouyang et al. (2022)



RHLF

● Humans produce comparisons of two trajectories (= outputs from systems)— different 
from standard reward

● Fit the reward function r using supervised estimation:

● This turns scores into log probabilities of 1 being preferred to 2. Same as logistic 
regression where we classify pairs as 1 > 2 or 2 < 1, but we actually learn a 
continuous scoring function, not a classifier

● The rest of the RL setup is TRPO/PPO, fairly standard frameworks (note: they typically 
constrain the policy to not deviate too far from a basic supervised policy)
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Christiano et al. (2017)



RHLF

27
Ouyang et al. (2022)



text-davinci-003

● text-davinci-001/002 were both learned only from fine-tuning on demonstrations rated 7/7 
(i.e., not using RLHF)

● text-davinci-003 (latest version) and ChatGPT both use PPO with learned reward models
● Conclusion: likely difficult to get PPO working reliably (or to get a good reward function— 

signal from annotators may be unstable)
○ …but RLHF datasets from OpenAI are not public
○ Data quality is paramount! Anecdotally there are lots of human-written 

demonstrations in there and lots of ratings

28
https://beta.openai.com/docs/model-index-for-researchers



Language Models Through the Years

29Slide credit: Luca Soldaini 



Readings

● PaLM: Scaling Language Modeling with Pathways
● LaMDA: Language Models for Dialog Applications
● LLaMA: Open and Efficient Foundation Language Models
● Language Models are Unsupervised Multitask Learners
● Language Models are Few-Shot Learners
● Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?
● Demystifying Prompts in Language Models via Perplexity Estimation
● Scaling Instruction-Finetuned Language Models
● Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing
● Training language models to follow instructions with human feedback
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https://arxiv.org/pdf/2204.02311.pdf
https://arxiv.org/pdf/2201.08239.pdf
https://arxiv.org/pdf/2302.13971.pdf
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/pdf/2005.14165.pdf
https://arxiv.org/pdf/2202.12837.pdf
https://arxiv.org/pdf/2212.04037.pdf
https://arxiv.org/pdf/2210.11416.pdf
https://arxiv.org/pdf/2107.13586.pdf
https://arxiv.org/pdf/2203.02155.pdf


Types of evaluation methods for text generation
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Content overlap metrics

● Compute a score that indicates the lexical similarity between generated and gold standard 
(human-written) text

● Fast and efficient and widely used
● N-gram overlap metrics (e.g., BLEU, ROUGE, METEOR, CIDEr, etc.)

32Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



BLEU (Bilingual Evaluation Understudy)

● Often used for machine translation
● Intelligibility or grammatical correctness are not taken into account
● Mathematically, the BLEU score is defined as:

33Notations from here

https://cloud.google.com/translate/automl/docs/evaluate#:~:text=BLEU%20(BiLingual%20Evaluation%20Understudy)%20is,of%20high%20quality%20reference%20translations.


A simple failure case

n-gram overlap metrics have no concept of semantic relatedness!

Are you enjoying this lecture?

34Slide and Figure credit: Christopher Manning and Xiang Lisa Li, Stanford CS224N/Ling284



N-gram overlap metrics

● They’re not always ideal even for machine translation
● They get progressively much worse for tasks that are more open-ended than machine 

translation
○ Worse for summarization, as longer output texts are harder to measure
○ Much worse for dialogue, which is more open-ended that summarization
○ Much, much worse for story generation, which is also open-ended, but whose sequence 

length can make it seem you’re getting decent scores!

35Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



Model-based metrics to capture more semantics

● Use learned representations of words and sentences to compute semantic similarity between 
generated and reference texts

● No more n-gram bottleneck because text units are represented as embeddings!

● The embeddings are pretrained, distance metrics used to measure the similarity can be fixed

36Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



Model-based metrics: Word distance functions

37Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



Model-based metrics: Beyond word matching

38Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



Evaluation with LLMs

● Outperforms many learned MT metrics (Transformers trained over (source, target, reference) 
triples to reproduce human judgments of quality)

● Only works with GPT 3.5 and larger models
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Kocmi et al. (2023)



How to evaluate an evaluation metric?

40Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284

Liu et al, 2016)



Human evaluations

● Automatic metrics fall short of matching human decisions

● Human evaluation is most important form of evaluation for text generation systems.

● Gold standard in developing new automatic metrics
○ New automated metrics must correlate well with human evaluations!

41Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



Human evaluations

● Ask humans to evaluate the quality of generated text
● Overall or along some specific dimension:

○ fluency
○ coherence / consistency
○ factuality and correctness
○ commonsense
○ style / formality
○ grammaticality
○ typicality
○ redundancy

42Slide credit: Xiang Lisa Li, Stanford CS224N/Ling284



Readings

● BLEURT: Learning Robust Metrics for Text Generation
● BERTScore: Evaluating Text Generation with BERT
● Large Language Models Are State-of-the-Art Evaluators of Translation Quality
● Experts, Errors, and Context: A Large-Scale Study of Human Evaluation for Machine Translation
● Evaluation of Text Generation: A Survey
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https://arxiv.org/pdf/2004.04696.pdf
https://arxiv.org/pdf/1904.09675.pdf
https://arxiv.org/pdf/2302.14520.pdf
https://aclanthology.org/2021.tacl-1.87/
https://arxiv.org/pdf/2006.14799.pdf


Sequence-to-sequence is versatile!

● The general notion here is an encoder-decoder model
○ One neural network takes input and produces a neural representation
○ Another network produces output based on that neural representation
○ If the input and output are sequences, we call it a seq2seq model

● Many NLP tasks can be phrased as sequence-to-sequence:
○ Machine translation (source language sentence → target language sentence)
○ Summarization (long text → short text)
○ Dialogue (previous utterances → next utterance)
○ Parsing (input text → output parse as sequence) 
○ Code generation (natural language → Python code)
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Machine Translation

Machine Translation (MT) is the task of translating a sentence x from one language (the source 
language) to a sentence y in another language (the target language).
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1990s-2010s: Statistical Machine Translation

● Core idea: Learn a probabilistic model from data
○ Suppose we’re translating French → English.
○ We want to find best English sentence y, given French sentence x

● Use Bayes Rule to break this down into two components to be learned separately:
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1990s-2010s: Statistical Machine Translation

● SMT was a huge research field
● The best systems were extremely complex

○ Hundreds of important details
● Systems had many separately-designed subcomponents

○ Lots of feature engineering
○ Need to design features to capture particular language phenomena

● Required compiling and maintaining extra resources
○ Like tables of equivalent phrases

● Lots of human effort to maintain
○ Repeated effort for each language pair!
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What is Neural Machine Translation?

● Neural Machine Translation (NMT) is a way to do Machine Translation with a single end-to-end 
neural network

● The neural network architecture is called a sequence-to-sequence model (aka seq2seq) and it 
involves two RNNs

● The sequence-to-sequence model is an example of a Conditional Language Model 
○ Language Model because the decoder is predicting the next word of the target sentence y
○ Conditional because its predictions are also conditioned on the source sentence x

● NMT directly calculates:
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Machine Translation: Benchmarks

● WMT
○ In 2006, the first Workshop on Machine Translation was held at the NAACL (North American Chapter 

of the Association for Computational Linguistics Annual Meeting).
○ In 2016, with the rise of neural machine translation, WMT became a conference of its own. The 

Conference on Machine Translation is still mainly known as WMT.
○ Many translation shared tasks 

■ General machine translation task (former News task), Biomedical translation task, Multimodal translation task, 
Unsupervised and very low resource translation task, etc

● IWSLT
○ The International Conference on Spoken Language Translation

49https://machinetranslate.org/wmt



Frontiers in MT: Transformers, Vaswani et al. (2017)
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Big = 6 layers, 1000 dim for each token, 16 heads
Base = 6 layers + other params halved



Frontiers in MT: Small Data, Sennrich and Zhang (2019)
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German→English IWSLT results for training corpus size of 100k words and 3.2M words (full corpus)



Frontiers in MT: Low-Resource, Aji et al. (2020)

● Particular interest in deploying MT systems for languages with little or no parallel data
● BPE (Byte pair encoding) allows us to transfer models even without training on a specific 

language
● Pre-trained models can help further
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Languages: Burmese, Indonesian, Turkish



Frontiers in MT: Low-Resource, Aji et al. (2020)
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Very important to transfer the basic Transformer “skills”, but re-learning the embeddings seems fine 
in many case



Frontiers in MT: Multilingual Models, Yinhan Liu et al. (2020)
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Frontiers in MT: Multilingual Models, Yinhan Liu et al. (2020)
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Frontiers in MT: ChatGPT
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Which language pairs will have the best MT quality?
● Related/similar languages

○ Grammar
○ Vocabulary

● Language pairs with large amounts of parallel data for training
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Readings

● Eisenstein 18.1-18.2, 18.4
● Michael Collins IBM Models 1+2
● History of MT
● Revisiting Low-Resource Neural Machine Translation: A Case Study
● In Neural Machine Translation, What Does Transfer Learning Transfer?
● Multilingual Denoising Pre-training for Neural Machine Translation
● Neural Machine Translation by Jointly Learning to Align and Translate (original seq2seq+attention paper)
● Massive Exploration of Neural Machine Translation Architectures
● Achieving Open Vocabulary Neural Machine Translation with Hybrid Word-Character Models
● Revisiting Character-Based Neural Machine Translation with Capacity and Compression
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https://github.com/jacobeisenstein/gt-nlp-class/blob/master/notes/eisenstein-nlp-notes.pdf
http://www.cs.columbia.edu/~mcollins/courses/nlp2011/notes/ibm12.pdf
https://medium.com/huggingface/a-brief-history-of-machine-translation-paradigms-d5c09d8a5b7e
https://www.aclweb.org/anthology/P19-1021.pdf
https://aclanthology.org/2020.acl-main.688.pdf
https://arxiv.org/pdf/2001.08210.pdf
https://arxiv.org/pdf/1409.0473.pdf
https://arxiv.org/pdf/1703.03906.pdf
https://arxiv.org/abs/1604.00788.pdf
https://arxiv.org/pdf/1808.09943.pdf


SQuAD, Rajpurkar et al. (2016)

● Single-document, single-sentence question-answering task where the answer is always a 
substring of the passage

● Predict start and end indices of the answer in the passage
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Multi-Hop Question Answering

● Very few SQuAD questions require actually combining multiple pieces of information— this is 
an important capability QA systems should have

● Several datasets test multi-hop reasoning: ability to answer questions that draw on several 
sentences or several documents to answer
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Welbl et al. (2018), Yang et al. (2018)



WikiHop

● Annotators shown Wikipedia and asked to 
pose a simple question linking two entities 
that require a third (bridging) entity to 
associate

● A model shouldn’t be able to answer
these without doing some reasoning
about the intermediate entity
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Figure from Welbl et al. (2018)



Open-domain QA

● SQuAD-style QA is very artificial, not really a 
real application

● Real QA systems should be able to handle 
more than just a paragraph of context— 
theoretically should work over the whole web?

○ E.g. NaturalQuestions dataset
● This also introduces more complex distractors 

(bad answers) and should require stronger QA 
systems

● QA pipeline: given a question:
○ Retrieve some documents with an 

IR system
○ Zero in on the answer in those 

documents with a QA model
62

Chen et al. (2017)



Long-form QA, ELI5 (reddit “Explain like I’m 5”)
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Fan et al. (2019)



WebGPT

● GPT model equipped with a search engine, then summarizes the answers
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Nakano et al. (2021)



Successes of T5

● How can we handle a task like QA by framing it as a seq2seq problem?

● Format: Question \n Passage → Answer

       Encoder decoder
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Raffel et al. (2019)



UnifiedQA

Abstractive question, requires generating free-form answer

● Past work: different architectures for every QA formulation. (Span selection, answer generation, 
multiple choice, …)

● Now: one 11B parameter T5 model
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Khashabi et al. (2020)



UnifiedQA

● Past work: different architectures for every QA formulation. (Span selection, answer generation, 
multiple choice, …)

● Now: one 11B parameter T5 model
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Khashabi et al. (2020)



Readings

● Reading Wikipedia to Answer Open-Domain Questions
● Latent Retrieval for Weakly Supervised Open Domain Question Answering
● REALM: Retrieval-Augmented Language Model Pre-Training
● DROP: A Reading Comprehension Benchmark Requiring Discrete Reasoning Over Paragraphs
● WebGPT: Browser-assisted question-answering with human feedback
● QuAC : Question Answering in Context
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https://arxiv.org/pdf/1704.00051.pdf
https://arxiv.org/pdf/1906.00300.pdf
https://arxiv.org/pdf/2002.08909.pdf
https://arxiv.org/pdf/1903.00161.pdf
https://arxiv.org/pdf/2112.09332.pdf
https://arxiv.org/pdf/1808.07036.pdf


Bias and Toxicity

● “Toxic degeneration”: systems that generate toxic stuff

● System trained on a big chunk of the Internet: conditioning on “SJW”, “black” gives the system a 
chance of recalling bad stuff from its training data
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https://toxicdegeneration.allenai.org/



Stochastic Parrots 🦜 (about LMs generally)

● Paper (that included authors at Google who were subsequently fired) about dangers of large 
language models

● Claim 1: environmental cost is disproportionately born by marginalized populations, who 
aren’t even well-served by these tools

● Claim 2: massive data is fundamentally challenging to audit, contains data that is biased and is 
only a snapshot of a single point in time

● Claim 3: these models are not grounded in meaning— when they generate an answer to a 
question, it is merely by memorizing co-occurrence between symbols
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Bender, Gebru, McMillan-Major, Shmitchell (2021)



Stochastic Parrots 🦜
● We are likely to assume the model is 

producing factual information and  
presenting it in a coherent way, but this is  
our interpretation we project on the  
model

● Risks: medical diagnosis (“What do I have  
if I have X, Y, and Z symptoms?”) could  
seem possible but cause serious harm
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Bender, Gebru, McMillan-Major, Shmitchell (2021)



For more on these topics
Special topics courses offered periodically through Linguistics Department 
(some also CS):

● Machine Translation
● Dialogue Systems
● Social Factors in Computational Linguistics & AI
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