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What is Text Classification?

Text classification also known astext
categorization topic classification, or topic

spottingis the process of assigning predefined

categor(ies)/topic(s)/class(e)s/label(s) to
document that reflect its overall contents.
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Application of Text Classification

* News Classification
— “Politics”, “Sports”, “Business"

Application of Text Classification

» Shopping Products Classification
— “Electronics”, “Home Appliances”, “Books"

New from Microsoft

-t

Netuorking
]
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Application of Text Classification

* News Routing/Filtering

7y

SN

r—

Van
\
pii
Tropical storms are building up in the

south Pacific due to high pressure
belts. The rains may continue for few

more days.

Users intereste
in weather news
(standing queries)

Application of Text Classification

» Spam Filtering

— “Spam*, “Not Spam”

Inbox (2893)
Junk (13)
Drafts

Sent

DeVry.University Succeed faster with a degree...

Legal Window ¢ Legal Advice and Documents

<22 Garden Close, Stamf DEAR WINNER

Sunny Roger [ROCK] Woman On Lion

Sunny Roger [ROCK] Papers In Action

=Tis0-8859-170C4yIELIZi saketmengle Pay nothing for a Canon EQS 8.2 Megapixel Digital Camera SHOW CONTENT TO VIE
Sunny Roger [ROCK] Fun of Flat TV

Sunny Roger [ROCK] Count Mernber In This Photo

Art&Design Schools Find the right design school

Art-and-Design Schools Find the right design school

Deleted
Manage folders

Add an e-mai
account

i R e R i R 1

Related places

4/15/2012



Improving Search Results via
Text Classification

Query is searched in the usetlected categoriein
web directories

Categorized resudet is presented to user

Learnlngto rank --(more recent efforts)
Using various document features such as documegtheage, etc.
and their relevance to a query, build a model td/ra-rank the
documents

Query categorys searched againstitegorized pages
(vertical search, advertisement search,...)

Web Directories

Constructing Web directoriedo be able to
browse information via predefined set of
categories:

* Yahoo
» dmoz Open Directory Project (ODP)

» Existing directories are based on human efforts
» 80,000 editors involved to maintain ODP; www.dmoz.org

Using Web directories (Yahoo,ODP, Wikipedia,...)
astraining data the classifier classifies new web
pages into categories
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Supervised Learning (Classificatiof

—
N

New (Tes)
Document
Sports
=

B Business T Output
Classification Category

- Education M odel

- ___Science

Supervised Learning (Classificatiof

—
N

» Learning a model (classifier), using annotated
training samples (documents) to classify any new
incoming document into pre-defined set of topics

« Each Training document has one/more label(s)

 Various learning algorithms exists, examples:

» Example:Naive Bayes, decision tree, support vector machieeral
network, regression, K-nearest neighbor,...

» Model/Classifier is used to classify incoming (Jest
documents




Example: Single-labeled Document

The Dow Jones industrial average lost 26 points, or 0.3%. The
S&P 500 index fell 6 points, or 0.6%. The Nasdag composite
was little changed. Stocks slipped through most of the sessiop
as investors mulled the implications of a weaker-than-expected
reading on the services sector of the economy, and mixed
reports on the jobs market, ahead of Friday's big monthly
payrolls report.

Source: CNN (http://money.cnn.com/2010/02/03/markets/markets_newyorkfint®postversion=2010020318)

* Politics * Business

 Sports « Entertainment

Example: Multi-labeled Document

President Obama, in his proposed 2011 budget, is callingt af
Congress to make a number of tax changes for individuids.
Some ideas are new. Many others were made last year, bdsrot
enacted by Congress. So the estimates of the revenue thabigay

be raised by his proposals may be overly optimistic. tely,
gest
Source: CNN (http://money.cnn.com/2010/02/01/pf/taxes/obama_budget_tax_changes/index.htm)
* Politics * Business
* Sports « Entertainment
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Categorization

Hard Categorization
Complete decision of True or False for each ai.c >

Ranking (Soft) Categorization

Givend; 0D | rank the categories according to their estimated

appropriateness i)

Hard Categorization vs. Ranking

Document Category Assigned
d, €, Cy

d, c,

d; C3,Cy

d, C4

Document Category Estimated appropriateness
d, c, 0.6
[ 0.3
[ 0.05
[A 0.05

Binary

Hard,
Multi-class,
Single-label

Hard,
Multi-class,
Multi-label

Soft,
Multi-class

Classifier

— Class C

Classifier

- Class C,

Classifier

|— ClassC; and

_

Classifier

OR Class 6

Class C,

—— C;:0.2,C»: 0.2, ............

Types of Classification

from: X. Qi and B. Davison , ACM Computing Surv@g§9

OR ClassC, OR ....ClassC,

.C,: 0.6,
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Text Classification Process

Testing
document

Predicted

sification |:> Categorie(s)
e

il

Training
documents

Training ML
Filter features documents| ;
IF (with selecte Algorithm
Score < features) ||
threshold

Feature Selection

* Feature Selectioim text classification refers to
selecting a subset of the collection terms andzatil
them in the process of text classification.

» Good features are better indicators of a clasd labe

» Feature reduction tends to:
— Reduceoverfitting
— Improve performance due to reducing dimensionality

* Feature Extractioprovides more detailed features
and feature relationshipsiot covered in this course)
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Feature Selection

* Given a feature set X={x| i=1...N}, find a subset Y
={Xi1, X, ..., Xy}, with M<N, that increases the
probability of correct classification

Text Features

» Feature space in text may include:
— Lexical features (words, phrases)
— Part-of-Speech (POS)
— N-grams
— Synonyms

» General feature types may be:
— Numeric
— Nominal
— Ordinal
— Ratio

4/15/2012



Web Page Features

« Additional featuresare utilized in Web page
classification task:

* On-Page Features
» Neighboring Page Features (External Links)

On-Page Features

HTML tags:
o title
* headings
* metadata
e main text

HTML tags usually removed in pre-processing; th
content of tags preserved

URL — classify without using page content

11°)

4/15/2012
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Neighboring-Page Features

Neighbors (linked pages) have similar topics ar
categories

Number of steps from a page --shown as 2 (pare
child, sibling, grand parent, grand child); more stej
more expensive & less effective

Although all useful, but sibling is shown to be mor;
effective

Using only portion of neighboring content: title, ancha
text, text closer to hyperlink to train a classifier

\Voting -- majority class of neighbors used

4/15/2012
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Neighboring-Page Features

from: X. Qi and B. Davison , ACM Computing Surveys, 2009

D Sibling

Grand Parent Parent Target Page Grand Child
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Context Features of a Document

communities

H\>

% 7.
e
iz

=)

W\
(N

(N

=

source

Time Location

Author’s Occupation

Slide from: Cheng Xiang Zhai, keynote, SIGIR, 2011

Feature Selection Algorithms

* Frequency based FS:
— df
— tf-idf
— Tf-icf

» Commonly used Information Theoretic based FS:
— Mutual Information
— Information Gain
— 2 Statistic (CHI)
— Odds Ratio
(Note: There are some more FS algorithms!)

4/15/2012
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Feature Selection: Frequency base

* DF (Document Frequencylrequency of a term in
the collection

— Retain terms that are nsiiop termghigh df) and do not
have very lowdf (noise, not of interest)

 TF-IDF

tf: frequency of a term in a documenrtcommonly normalized

idf: inverse document frequencyfidf (t, ,d,) =TF(t,,d,) * Io{%j
— Retain terms with higkf-idf in a document “

e TF-ICF
— Analogous tdf-idf but considering the frequency of term
in the category. fief (t,.c) =TF (t, ¢ ) * |Og£ cflz I)J

v

Feature Selection (FS)

Consider the Term-Class incidence table:

Docs that contain  n; ,

term k;

Docs that donot  n,-n;, N;—n;- (n,-n;,) N;-n
contain term k;

All docs n, N;—n, N,

The notations used in this table are used in the FS algorithms o
the next few pages!

From: Modern Information retrieval, R. Baeza-Yates & Bhd®o-Neto, 2011

4/15/2012
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FS: Mutual Information (MI)

Measuring the amount of information theesencef a term
contributes to the classification

MI between ternk and set of classé3is expressed as expected vajue

of n.,
P(k;,c,) N
I(k.,c.) =l =| L
( i CD) Og FK K) P( ) Og {r] |qu}

N!. N!
Two alternates: 1) across all classes; 2) maximum term infama

n,vp
MI(k,C) =2 p(cp)l(kl,cp):z% N,

L L
I max (Ki, C) = max I(k;,c,) = max Iog{ !
p=1 p=1

FS: Information Gain (IG)

Measuring the amount of information both tivesence
and theabsencef a term contribute to the classificatid
Terms withlG >= thresholdare kept.
L

IG (k,,C) = -y P(c,)log P(c,)

~(- P(e, K)I0g P(c, [K))

- (-2 P(c,. ki)log P(c, [K,))

m, Moy (Mo " Mip Mo~ Mo
IC(k, C)-—Z((—plog N TOI0g - 'OGN-r;)j

N.

4/15/2012
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FS: Chi Squarex )

« Chi Square measures tiiependenchetween the term
and the classvélue of zero indicates independency

N(P(ki ¢, P(Ki,Cp) = P(ki,ép)P(lii,cp))
XZ(ki,Cp —

P(c,)P(cp)P(k)P(ki)

. Calculate)(2 of a term over all categories and retain the term if {
value meets a threshold. Two alternatives:

1) Averaging over all categoriestwg(K)=Z:l‘,F’(Cp))(2 (k.c,)

L
2) Considering the largest valugina(k) = Tgx)(z(lﬂ-%)

he

FS: Chi Squareq{ )conta)

» Chi Square measures tiiependenchetween the term and the
class yalue of zero indicates independency

N(P(ki ¢, P(Ki,Cp) = P(ki,ép)P(lii,cp))

Xz(ki’cp = — —
P(c,)P(cs)P(k)P(ki)

Nt(ni'p(Nt—ni—np+nlp) n-n )(np—ni,p))2
n,(N, —n,)n (N, -n,)

Nt(ni,pNt B r]pni)z

n,n (N, -n, N, -n;)

4/15/2012

15



FS: Odds Ratio

* Odds Ratio reflects the odds of the word occurring
in the positive class normalized by that of the
negative class.

* Odds Ratio for a term t, in category c;

OR(t, ¢ )= Pl ©)I1= Pt lc)]
T PG 161 PG I 6]

Supervised Learning Algorithms

* Naive Bayes Only these two are covered in this cours
» K-Nearest Neighbor (KN

« Support Vector Machines (SVM)
* Decision-tree

« Decision-Rule classifiers

* Neural Networks

* Rocchio

« HMM

- CRF

4/15/2012
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Representation of Text

This week, the United Nationscreatedthe position of czarin the global fight
againsta possible avian influenza pandemic. Meanwhile, officiaise in the
United States acknowledgéde countryis unprepareds this never-before-seemn
strainof flu, known to scientistsasH5N1 virus,were tohit this winter.

» Commonly used pre-processirggop wordremoval,stemming...

dl:<week, united, nationsreate position, czar, global, fight, against, possible,>

Term Frequen
R -
1

Week United nations
25 Avian influenza
united 2

nation 1

Naive Bayes Text Classifier

Text as “bag-of-words”

Independent assumption oecurrence of terms and thejr
positions

Building Model:

— For each categony build a probabilistic model

T: text in class ¢ P(r:t1at2""tn |C|)

n: size of the vocabulary

— Calculate the prior probability P(

4/15/2012
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Naive Bayes Text Classifier

o Classify Text:

— Calculate probability of each category for a given
text

P(c 1d;) = p(c)P(d; |c)

— Thecategory ¢with the highest score among all
categories C is the one that is most probable to
generate the text

C =argmaxp(c;)P(d; |c)

gcC

maxa posteriori

Naive Bayes Text Classifier

P(c |d;) = p(c) E(di |C) .

Ml

L_l P(tkj |c;) = er:l log P(tkj |ci)

4/15/2012
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Naive Bayes Text Classifier

» Need to estimate the probabilityP(t,; | C;)

— Multinomial model:

numberof timestermt,; appearsin categoryc, + 05

total termsinc, +1

— binomial or Bernoulli model:

numberof documentsn category ¢ thattermt,; appears

total documentsnc,

Naive Bayes Text Classifier

Multinomial model:

P(c 1d;) = p(c)P(dilc),

I
/ Y
) Ir|
=1

docsin ¢ I
Og(total docs] L_l P(tkj |Ci) = z log P(tkj |Ci)
=1

numberof timestermt,; appearsin category ¢, + 0.5

total termsinc, +1

To avoid a zero if a new term appear3 Smoothing
- Various approacheg®irchelet prior, Laplace,..

4/15/2012
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Example

Doc-1

Doc-2

Category: Computers

Category: Computers

The sales of laptops in 2009 was high [as
many OS were released

Many OS provide varying level of securities
for laptops as they tend to switch networks.

This makes the laptops more secure frormj
computer viruses

Doc-3

Doc-4

Category: Epidemic

Category: Epidemic

A new virus called HIN1 causes Swin¢
Flu.

Bird flu is caused by a virus called H5N1.

The disease is of concern to humans, whp

have no immunity against it.

Example

Assume thatredterms are the selected features:

Doc-1

Doc-2

Category: Computers

Category: Computers

The sales ofaptopsin 2009 was high ag
manyOSwere released

Many OSprovide varying level of securitig
for laptops as they tend to switch network
This makes th&aptops more secure from

[7)

computer viruses

Doc-3

Doc-4

Category: Epidemic

Category: Epidemic

A newvirus calledH1N1 causesswine
Flu.

Bird flu is caused by airus calledH5N1.
Thediseasas of concern to humans, who
have nammunity against it.

4/15/2012
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Example:
Naive Bayes Text Classifier

Task: Classify D5: ‘A deadlyiruscalledH1N1was
detected in various parts of the wadrld

* P(ComputersD5) = P(Computers) Rfrus|Computers)
PH1N1]Computers)

* P(Epidemic|D5) = P(Epidemic) P(irus|Epidemic)
PH1N1|Epidemic)

P(Epidemic|D5)> P(Computers|D5)
Thus, class of D5 is Epidemics

Vector Space Classification

* Documents represented as a vector with generally

tfidf of terms

« Generally classification decisions are based on a

similarity/distancameasure

— Centroids [averages] play a role

« Sample algorithms:
— Rocchio

— K Nearest Neighbor (kNN} Only this one is covered in this course!

- SVM

4/15/2012
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Nearest Neighbor Classifiers

Slidefrom: Tan, Steinback, Kumar, 2004

* Basic idea:
— If it walks like a duck, quacks like a duck, then it’s

% Compute
S . Distance Test
fQ\‘(j’,/i \:/\‘\ Record

\\\ ‘6 R /
Training N TR N /" Choose k of the

Records s nearest” records

K-Nearest Neighbor Classifier

No model is built (lazy learner) a priori
(Classification done based on raw training data)

The class of a document will be the class of the

majority class of the % nearest neighbor (majority
voting)

The relatedness/nearness of two documents can be
quantified in terms of similarity (eg. Cosine
measure) or distance (eg. Euclidean distance)

— Different weight for different features

— Feature values can be normalized to prevent different
handling (may prefer different handling!)

Sensitivity to value of K
— Picked empirically, domain knowledge

4/15/2012
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Distance/Similarity Measures

Euclidean Distance:

; _ _ 2 _ 2 _ 2
dlst(di,dj)—\/(|dil d; F+d,-d, Fr.+ld -d; P)

Cosine Similarity:

i dy x dy
sim(d,.d,)= =
RSN,
Term weight: |, _ (log tf, +1.0)idf |

> [(log tf, +1.0)*idf | ]

j=1

ij t
=

Evaluation Metrics

PREDICTED CLASS
Class=Yes Class=No
ACTUAL Class=Yes TP FN
CLASS
Class=No FP TN
.. _ 1Ip
Precision(p) ~tp+ip

Recall(r) = tp%n

F1- measur¢Fl)= rZTrpp

4/15/2012
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Macro-Averaging

* Macro-average:
— Equal weight to each category

Precisionf) + PrecisionB) + Precision()
3

Macro- Precision=

Recall(A)+ Recall(B)+ Recall(C)
3

Macro- Recall=

F1Measure(A}t F1Measure(B) F1Measure(C)
3

Macro -F1Measure=

Micro-Averaging

* Micro-average:
— Equal weight to each samplecord, document)

TP, +TP, + TP,
TP, +TP, +TP, +FP, +FP, +FP.

Micro - Precision =

TP, +TP, + TP,
TP, +TP, + TP, +FN, +FN, +FN,

Micro - Recall=

2 * Micro - Precision * Micro - Recall
Micro - Precisiol + Micro — Recal

Micro -F1 Measure =

4/15/2012
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Performance Factors

» Performance of a model may depend on other
factors besides the learning algorithm:
— Class distribution
— Cost of misclassification
— Size of training and test sets
— Good coverage

Accuracy

Learning Curve

| I Learning curve shows
how accuracy changes
with varying sample size

1 1 111l 1 L1l 1 L 11l 1 R
1o 10 10° 10° 10
Sample Size

25



10-fold cross validation

» Training data: 90%
» Testdata: 10%
» Each run will result in a particular classification rate.

* Average the ten classification rates for a final 10-fold cross

validation classification rate.

Step 1 Step 2 Step 10
Test
Train Train .
Train
Test
Test Train

Evaluation Dataset

Problem- not one given benchmark!

Not one given domain!

Manual labelingneeds excessive effort

Available Web directory:Yahoo directory& dmoz
ODP (Open Directory Project)

Several other sources available — nowadajlspedia

4/15/2012

26



4/15/2012

Some of the Text Classification
Benchmark Datasets

No. of No. of Size of ;
Datasets documents Categories dataset Domain
108 Categories|
Reuters 21578 21,578 | (we used top 10 28 MB News Articles
20 News Group 20,000 20 categories 61 MH News Articles
WebKB 8,282 7 categories 43 vp| \WebPages (University
websites)
54,710(Total) 4,308 . ’
OHSUMED 382 MB Bio-medical Document
39,32Qsubset) |  (we used top 50|
4.5 million
(Total) 20,184 i X
GENOMICS (TREC 05| 15.5GB Bio-medical Documents
591,689 (we used top 50
(Subset)

More benchmark datasets exist!

Sample Dataset:
20 Newsgroups Hierarchy

Graphics
0s

Comp Pc
Sys Hardware

Windows.x I

Autos

Rec Motorcycles
Baseball I
Sports
Hockey
Alt.atheism I :
root
Social.Christian I

MS-windows

mac

Jl_l

Talk Politics Mideast I
Misc forsale I lvliscl
(Crvet]
Electronics

Sci
Med I
Space I

27



Learning to Rank

Reference: T. Liu, “Learning to Rank for InformatiRetrieval",
Foundations & Trends in Information Retrieval, 200

Putting it a” together (borrowed from:

©D. Manning, P. Raghavan, H. Schutze, Introduction to Information retrieval, p 135, Cambridge University
Press., 2008.

Parsing luserquery ]
— Linguistics Il Results

|Freetextquery parser| gj page

|Spe|| correction| | Scoring and ranking \

|

Tler.er |nvgned k-gram Scoring
positional index parameters

Documents

Document
cache

Metadata in | Inexact
zone and top K
field indexes | retrieval

Indexes

4/15/2012
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Learning to Rank

* Retrieval models needning parameters
— Not a trivial task
— may lead to overfitting

* Not one retrieval model outcome may suffice for
ranking, a combination maybe helpful

— Thus, using ML to automatically
e Tune parameters
e Combine ranking features

“Learning-to-rankmethods are those ranking
methods that use ML for ranking!

Learning to Rank

» For a given query, its related documeuniis
represented as a feature vectoe ¢ (g, d)

( @ is afeature extractor)

Typical features: gtf, BM25, PageRank, link info, ...

» Learning process based on training data
(training data is documents, user feedback, log, etc.....)

58

4/15/2012
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Learning to Rank: Sample Learning
Features (Trec)

T. Liu, “Learning to Rank for Information Retrieval”, 59
Foundations & Trends in Information Retrieval, 2009

Learning to Rank:

g1 g2 an
I[1 1 Ig?) 15“)
|| |
: ; : - Learning System
L
IE,,Jn xfjlm ‘-‘:}w
vy ¥ vy ‘
Training Data Model
P—
i q
i =
i| 2 i i
1 Ranking System
T
?
st Data

Framework

q
L4
T

Ton
hix)

Prediction

Different approaches exist -- based on how to perfihe learningifiput,

output, scoring functions, )!.

T. Liu, “Learning to Rank for Information Retrieval”, 60
Foundations & Trends in Information Retrieval, 2009

4/15/2012
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