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Abstract

A communication protocol is a set of rules governing data exchange between two communicating processes. Specification of these protocols is critical for ensuring an error-free framework for implementing and executing communication systems. The purpose of protocol verification is to test protocol specifications and detect any operative errors. Due to the important roles communication protocols play in today’s world of information processing, it is vital that they are specified and verified in the most effective and efficient means. Finite-state machines provide a natural model for specifying protocols. When represented using transition tables, which correspond directly to a relational data model, the algorithms necessary to verify protocols can be specified in relational algebra. This paper describes a system that represents protocols as relations and implements protocol verification algorithms using relational algebra in a logic programming framework. Using this system, experiments were conducted on several synthetic communication protocols to determine if the protocols were well-behaved.

1 Introduction

A communication protocol is a set of rules governing data exchange between two communicating processes. It is critical that these protocols are specified correctly in order to maintain an error-free framework for implementing and executing communication systems. The purpose of protocol verification is to test protocol specifications and detect any operative errors such as deadlocks, incomplete specifications, and nonexecutable interactions. Due to the important roles communication protocols play in today’s world of information processing, it is vital that they are specified and verified in the most effective and efficient means.

One approach used in specifying protocols is to model individual processes as finite-state machines (Lee and Lai 1988). Transmitting messages to or receiving messages from other processes corresponds to state changes in the finite state machine. Based on this style of specification, Lee and Lai introduce an innovative technique for protocol verification by encoding protocols using a relational data model, introduced and developed by Codd (1990), and expressing the the protocol verification algorithm using relational algebra.

Using Lee and Lai’s verification algorithms, we implemented a protocol verification system in Prolog, much like Liao and Liu (1989). The system was used to verify several synthetic protocols, including some supplied by Lee and Lai. This paper discusses the experiments and findings using Lee and Lai’s protocol verification algorithms and criteria for well-behaved protocols.
2 Background

This section provides a brief background on the topics pertinent to Lee and Lai’s approach and our implementation. The first sub-section outlines finite-state machines, the formalism used to represent communication protocols. The second discusses the relational data model and relational algebra, which is used to represent finite-state machines and express protocol verification algorithms. Finally, the third sub-section briefly discusses Prolog, the language in which we implemented the approach.

2.1 Finite-State Machines

Briefly, Hopcroft and Ullman (1979) define a finite-state machine (FSM) as a 5-tuple:

\[(Q, \Sigma, \delta, q_0, F),\]

where

- \(Q\) is a finite set of states,
- \(\Sigma\) is a finite input alphabet,
- \(q_0 \in Q\) is the initial state,
- \(F \subseteq Q\) is the set of final states, and
- \(\delta\) is a transition function such that \(Q \times \Sigma \rightarrow Q\). In other words, for a given state and letter from the alphabet, \(\delta\) yields the new state of the machine.

To specify protocols, each symbol in the input alphabet is prefixed with either a minus sign, signifying a transmission signal, or a plus sign, signifying a reception signal. Since each finite-state machine has send and receive behaviors, constituting a communication process, we can model a protocol using two finite-state machines. Figure 1 shows the state-transition diagram for a simple connection-establishment protocol. The transmission and reception behaviors of the protocol can be summarized in tabular form, as shown in Figure 2.

2.2 Relational Algebra

In a relational data model, originally introduced by Codd in 1970, data is organized into a tabular format, much like the transition tables depicted in Figure 2. These tables are formally referred to as relations. Each column in the table is an attribute, taking values from

Figure 1: Transition diagrams for a simple protocol (Lee and Lai 1988).
a \textit{domain} that specifies all possible values an attribute can take. Each row, or element in the relation is called a \textit{tuple}.

Referring to Figure 2, if we take Process A’s reception table as an example, the table itself is a relation having attributes $q_a$, $\sigma_a$, and $q'_a$. The domain of $q_a$ and $q'_a$ is simply 0 or 1, since both represent FSM states and the Process A FSM is a two state machine. $\sigma_a$, on the other hand, has the domain \{0, +2, +3\}, as defined in Figure 1.

Several operations exist for manipulating relations. In addition to the usual set operations such as union, intersection, Cartesian product, and set difference; other relational operators include \textit{select}, \textit{project}, and \textit{rename}. This list is not exhaustive, but are the pertinent operators Lee and Lai used. See Ullman (1988) for a more extensive list.

The select operator (denoted using $\sigma$) yields a new relation by finding tuples with specific attribute values. The project operator (denoted using $\pi$) is used to create a new relation by isolating one or more specified columns of an existing relation. Finally, the rename operator (denoted using $\delta$) results in a new relation by changing the name of one or more attributes.

Figure 3 demonstrates these operations on Process A’s Reception Table (denoted using $R_a$). $\sigma_{q_a=1}(R_a)$ creates a relation having tuples such that the values of the attribute $q_a$ are 1. $\pi_{q_a=1}(R_a)$ produces a relation having attributes $q_a$ and $q'_a$. Finally, $\delta_{p=q_a}(R_a)$ returns a relation in which the attribute $q_a$ is renamed to $p$.

\section*{2.3 Prolog}

Prolog is a logic programming language based on a subset of first-order predicate logic. Specifically, Prolog statements are \textit{Horn clauses}, which are clauses in disjunctive normal
form and having only one positive literal. Given that \( p_i \) is a literal, we have the clause:

\[ p_1 \lor \neg p_2 \lor \neg p_3 \lor \cdots \lor \neg p_n \]

which we can easily re-write\(^1\) as

\[ p_1 \subset p_2 \land p_3 \land \cdots \land p_n \]

In Prolog syntax, we would write this clause as

\[
p1 :- p2, p3, \ldots, p_n.\]

which is read “\( p_1 \) is true only if \( p_2 \) is true and \( p_3 \) is true and \ldots and \( p_n \) is true.” Covington et al. (1986) provide more details on the logical basis for Prolog.

Regardless of the formal underpinnings of Prolog, since migrating to the United States from Europe, Prolog has gained popularity. Through this popularity, researchers have discovered Prolog as an excellent language for prototyping and developing relational database systems (Gray and Lucas 1988; Kazic et al. 1989). Additionally, there is a natural translation between relational algebraic statements, also having their foundations in formal logic, and Prolog clauses (Mouta et. al 1988; Ullman 1988).

Prolog facts are used to represent the tuples in protocol transition tables. For example, the Process A Reception Table in Figure 2 can be represented using the following facts:

\[
ra(0, 2, 1).
ra(1, 3, 0).
\]

The remaining tables can be represented similarly.

Prolog clauses can be used to formulate relational algebraic queries. Referring to Figure 3, \( \sigma_{q_1}(R_a) \) can be written in Prolog as,

\[
\text{select :-}
\begin{align*}
ra(1, \text{Sigma}, \text{Qprime}), \\
\text{printlist([1, Sigma, Qprime])}, \\
\text{fail.}
\end{align*}
\text{select}.
\]

where \text{printlist} simply prints list elements. Alternatively instead of printing it, we could have either modified the existing relation or created a new relation. Likewise,

\( \pi_{q_2 q_3}(R_a) \)

can be written in Prolog as,

\[
\text{project :-}
\begin{align*}
ra(Q, _, \text{Qprime}), \\
\text{printlist([Q, Qprime])}, \\
\text{fail.}
\end{align*}
\text{project}.
\]

\(^1\)Using Associativity, DeMorgan's, Tautology, and Transposition (see Mates 1972).
3 Approach

To implement their approach for protocol verification using relational algebra, Lee and Lai (1988) make two assumptions that decreases computation. The first is that no process can send a message until a previously-sent message has been received. The second is that no two processes will send each other a message at the same time. A system meeting these conditions is a *steady system*. A system having no messages in the communication channel is a *stable system*. Therefore, the communication process involves transitioning between steady and stable states.

Based on these assumptions and given a protocol represented as a FSM in a tabular format, Lee and Lai define algorithms implemented in relational algebra that compute all possible global states (which is also a FSM) that the message system can enter. A global state is a unique combination of valid starting and ending states for Processes A and B and their respective transmission or reception messages. Using this system transition table, additional relational operations analyze the protocol’s behavior and establish its reliability. The general outline of the algorithm is as follows:

```prolog
generate_system_transition_table :-
    compute_steady_transitions,
    compute_reachable_states,
    compute_reachable_transitions,
    compute_global_steady_transitions,
    compute_global_states,
    compute_global_transitions.
```

Lee and Lai define a protocol as *well-behaved* if it is free of *deadlock*, is *completely specified*, and has no *nontexecutable interactions*. Each condition can be determined by executing relational algebraic queries on the system transition table. Deadlocks occur when two or more processes are expecting some type of transition, be it a transmission or a reception of a message, which never occurs. Thus, the system will be stuck in this state once it is reached. In the context of a system transition diagram, a deadlock state is one in which arcs enter a state, but no arcs leave the state.

An incomplete specification arises when a transmittal message is specified, but without a corresponding receiving message. Therefore, even if the communication system is not deadlocked, some messages will not be received.

Nonexecutable interactions arise when transitions exist but cannot occur because of an inherent flaw in the protocol. Typically these result from design flaws and require correction. These transitions will appear in the original specification of the protocol, but will not have corresponding transitions in the system transition diagram.

Five protocols were verified with our Prolog verification system. These protocols were analyzed for deadlock states, states in which nonexecutable interactions occur, and states having incomplete specifications. Table 1 summarizes our results. As mentioned before, the connection establishment and the two-process interaction protocols come from Lee and Lai (1988). The remaining protocols are are from Frieder (1992).

Our implementation runs on a DEC Vax 5900 and consists of approximately 600 lines
<table>
<thead>
<tr>
<th>Protocol</th>
<th>Deadlock States</th>
<th>Incomplete Specifications</th>
<th>Nonexecutable Interactions</th>
<th>Well-behaved</th>
</tr>
</thead>
<tbody>
<tr>
<td>connect-disconnect</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>two-process interaction</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>modified bi-sync</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>d16</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>d23</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1: Verification results for seven protocols.

of Prolog code. Appendix A lists the verification results for Lee and Lai’s simple connect-disconnect protocol.

4 Conclusions

By presenting an algorithm based on the concepts of relational algebra, Lee and Lai introduce a useful technique for verifying communication protocols. Verification systems insure the correctness of the specification of communication protocols. To provide this total assurance, however, the verification system must itself be proven correct. Relational algebra is theoretically formulated and algorithms developed using these models can be formally proven correct.

As serviceable as Lee and Lai’s algorithm proved to be, it faces many problems that severely limit its usefulness. Liao and Liu (1989) add the ability to handle recursion in addition to implementing the verification system in Prolog. Frieder (1992) extends Lee and Lai’s algorithm to a parallel implementation to verify more complex protocols and achieve greater response time. As a final limitation, Lee and Lai’s algorithms only handle two communicating processes.

Nonetheless, these algorithms proved sufficient for verifying the protocols discussed in this paper. Namely, we verified a simple connection-establishment, a two-process interaction, a modified bi-synchronization, d16, and d23 protocols.
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## A Connection-establishment Protocol

<table>
<thead>
<tr>
<th>$q_a$</th>
<th>$\sigma_a$</th>
<th>$q'_a$</th>
<th>$q_b$</th>
<th>$\sigma_b$</th>
<th>$q'_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2</td>
<td>1</td>
<td>0</td>
<td>+2</td>
<td>1</td>
</tr>
</tbody>
</table>

### Process A Transmission Table

<table>
<thead>
<tr>
<th>$q_b$</th>
<th>$\sigma_b$</th>
<th>$q'_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-3</td>
<td>0</td>
</tr>
</tbody>
</table>

### Process B Transmission Table

<table>
<thead>
<tr>
<th>$q_a$</th>
<th>$\sigma_a$</th>
<th>$q'_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>+2</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+3</td>
<td>0</td>
</tr>
</tbody>
</table>

### Process B Reception Table

<table>
<thead>
<tr>
<th>$q_a$</th>
<th>$\sigma_a$</th>
<th>$q'_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

### Process A Reception Table

<table>
<thead>
<tr>
<th>$q_b$</th>
<th>$\sigma_b$</th>
<th>$q'_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

### Deadlock States

<table>
<thead>
<tr>
<th>$q_a$</th>
<th>$q_b$</th>
<th>$X$</th>
<th>$Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

### Incomplete Specification States