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Abstract—The conventional wisdom in the field of statistical pattern recognition (SPR) is that the size of the finite test sample dominates the variance in the assessment of the performance of a classical or neural classifier. The present work shows that this result has only narrow applicability. In particular, when competing algorithms are being compared, the finite training sample more commonly dominates this uncertainty. This general problem in SPR is analyzed using a formal structure recently developed for multivariate random-effects receiver operating characteristic (ROC) analysis. Monte Carlo trials within the general model are used to explore the detailed statistical structure of several representative problems in the sub-field of computer-aided diagnosis in medicine. The scaling laws between variance of accuracy measures and number of training samples and number of test samples are investigated and found to be comparable to those discussed in the classic text of Fukunaga, but important interaction terms have been neglected by previous authors. Finally, the importance of the contribution of finite trainers to the uncertainties argues for some form of bootstrap analysis to sample that uncertainty. The leading contemporary candidate is an extension of the 0.632 bootstrap and associated error analysis, as opposed to the more commonly used cross-validation.
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I. INTRODUCTION

The conventional wisdom in the field of statistical pattern recognition (SPR) regarding the uncertainties in estimates of the performance of classifiers trained and tested with a finite number of samples may be summarized as follows: The bias of measures of performance comes only from the finite size of the training sample; the sampling variance (and thus the error bars) of these measures comes mainly from the finite number of test samples [1, p. 218]. The validity of this wisdom regarding the bias of accuracy measures is well established [1]–[7]. The purpose of the present paper is to investigate the issue of the variance using a general multivariate statistical model.

Analysis of the variability in estimates of the performance of classifiers trained and tested with a finite number of samples has been provided by Fukunaga and Hayes [2], [3], and extensive reviews of the problem have been given by Fukunaga [1], Raudys and Jain [4], and Jain et al. [5], with further elaboration by Raudys [6]. The focus of this analysis was on the case where only a single classifier is under evaluation. In the present paper we provide a more general treatment for the case of either a single or of two competing classifiers. We shall see in the light of the present work that some previous summary rules of thumb regarding the variability of estimates have only a narrow range of applicability.

Results of any statistical assessment must be accompanied by a statement of the level of “generalizability” of the results. We define the levels of generalizability in the context of SPR as follows. If performance is estimated in such a way that the effect of the finite number of test samples is explicitly accounted for in the analysis, but not the effect of the finite number of training samples, one says that performance estimates “generalize only to a population of testers.” The mean and error bars obtained from such analysis are estimates of the range of performance expected if the experiment is repeated many times, drawing independently from a population of testers on each replication but without varying the training. If performance is estimated in such a way that the finite number of training samples as well as the finite number of test samples is accounted for in the analysis, one says that performance estimates “generalize to a population of trainers and a population of testers.” The uncertainties are then estimates of the range of performance expected if the experiment is repeated many times, each time drawing independently from a population of trainers as well as testers.

An analogous problem and set of issues have been the subject of contemporary research in the field of medical imaging [8]–[11]. This problem gave rise to the development of the field of random-effects (or multivariate) receiver operating characteristic analysis. In the next section we will provide the general random-effects model for the context of SPR. In following sections we analyze several problems that display the general structure of this problem and compare the results with previous expectations. The results have implications for the methods of resampling used in uncertainty analysis in SPR that we discuss in the concluding section.

II. RANDOM-EFFECTS ROC ANALYSIS

Receiver operating characteristic (ROC) analysis (or simply “operating characteristic” analysis [1]) is a general approach to the assessment of systems for binary classification, i.e., where the task is to assign a sample to one of two classes which,
for definiteness, we shall refer to as the abnormal vs. the normal class [12], [13]. The ROC curve describes the trade-off between the true-positive fraction (TPF), i.e., the percent correct on the actually abnormal cases, and the false-positive fraction (FPF), i.e., the percent incorrect on the actually normal cases. The normalization of these fractions makes them independent of the prevalence of actually abnormal or actually normal cases; thus, the ROC curve itself—in contrast to measures such as probability of misclassification (PMC) [1–3]—is also independent of these prevalences. The commonly used summary measures of ROC performance include the area under the entire ROC curve (i.e., the TPF averaged over all FPFs) [12] and also the partial areas under the portions of the curve above a specified TPF or below a specified FPF [14]. Although we shall use the total area to exemplify the approach in this paper, the statistical structure of the problem considered here does not change if partial areas are considered, or if the TPF at a given FPF (or vice versa) or even PMC is considered. There is a rich literature on estimation of ROC measures of accuracy and their uncertainties (reviewed in [8], [12], [13], [15]) and validated software for these tasks is available on the Web [16].

A. The General Random-Effects Model

Random-effects (or multivariate) ROC analysis is a solution to the assessment problem when multiple random effects contribute to the uncertainty in performance analysis. It has become the contemporary standard in medical imaging assessment where two obvious random effects are those due to the variability in difficulty and finite sampling of patient cases or images, and the variability due to the range of skill of the readers of images. Note for our present purposes that (aside from subjective factors) the variability of reader skill in imaging follows from the limitation and variability of their finite training. The problem in SPR is thus in one-to-one correspondence with that in imaging. In SPR the random effects are those due to the variability in difficulty and finite sample of the test cases, and the variability due to the range of difficulty and finite sample of the training cases. It might seem that the presence of two random effects would require a model of uncertainty with two terms. However, even for the task of assessing a single classifier, the most general model requires three terms. This follows since it is necessary to allow for the possibility that the range of difficulty of the test cases may depend on the range of difficulty of the training cases—a so-called “interaction” effect or cross-term. When comparing two classifiers it is also necessary to include the interactions of the previous three effects across classifiers, leading to the requirement for a model with six terms that we now describe.

The model we discuss here is referred to as a components-of-variance model [17]. The indexing of variables and their interactions in the model is the most general one for the problem of random effects of training and testing and the fixed effects of competing classifier architectures. The model contains all terms with one, two, or three indices relevant to this problem. For any specified accuracy measure from those listed in Section I, denoted here generically as A, the model can be written for the SPR problem as (compare [8], [9], [17]):

\[
A_{ijk} = \mu_i + (tr)_j + (ts)_k + (tr-ts)_{jk} + (m-tr)_{ij} + (m-ts)_{ik} + (m-tr-ts)_{ijk}.
\]

Here, \(i\) indicates a particular classification algorithm, \(j\) denotes a particular sample training set, and \(k\) is a particular sample test set. The term \(\mu_i\) represents the contribution of classifier \(i\) to the expected value of the accuracy index, while the remaining terms are independent zero-mean random variables—referred to as components of variance. (NB: No assumptions of normality are required for the approach of [9] that we follow here.) The terms with a single index are the pure training- and pure testing-sample contributions to the variability, with variances \(\sigma^2_{tr}\) and \(\sigma^2_{ts}\) respectively. The terms with two subscripts represent two-way interactions between training and test set, classifier and training set, and classifier and test set, with variances \(\sigma^2_{tr-ts}\), \(\sigma^2_{m-tr}\), and \(\sigma^2_{m-ts}\) respectively. (The letter \(m\) comes from the imaging literature where it stands for modality, modality here being the classifier.) The term with three subscripts represents the three-way interaction among classifier, training set, and test set, with variance \(\sigma^2_{m-tr-ts}\). There are then six components of variance in this general model.

The magnitudes of the components of variance can be understood as follows. The variance strength \(\sigma^2_{tr}\) reflects the range of training case difficulty and the finite size of the training case set. The variance strength \(\sigma^2_{ts}\) reflects the range of test case difficulty and the finite size of the test case sample. The variance strength for the training-test interaction, \(\sigma^2_{tr-ts}\), is high (or low) depending on whether the sampled range of test case difficulty depends strongly (or weakly) on the training case difficulty (or vice versa, by the symmetry of this term). The components of variance measured by these three variance strengths in the model are perfectly correlated across the classification algorithms or modalities under comparison, since these components have no index for modality (i.e., they are unchanged across modalities). The strengths of the remaining three components of variance—\(\sigma^2_{m-tr}\), \(\sigma^2_{m-ts}\), and \(\sigma^2_{m-tr-ts}\)—correspond to analogous components that are completely uncorrelated across classifiers in the model, since these components have an index for modality. The fact that there are contributions that are correlated and uncorrelated across classifiers allows for a flexible correlation structure depending on their relative strengths.

Beiden, Wagner, and Campbell (BWC) pointed out that for the analogous random-effects problem in imaging [9] it is possible in principle to perform a family of six different experiments on the population of readers and patients that will allow one to solve for the strengths of the six model variance components. Their approach translates to an analogous set of experiments that are possible in principle for the SPR problem. In SPR, one may intend to draw both testers and trainers randomly on replication of the experiment; in this case testers and
trainers are said to be random effects. Or one may intend to hold trainers fixed and draw testers randomly on replication of the experiment; in that case trainers are said to be a fixed effect and testers are said to be a random effect. One may look at one classification algorithm at a time, or one may consider the difference in performance between two competing classifiers—with trainers fixed or random. Different (unobservable) model variance components contribute to the (observable) experimental variances depending on the experiment. A well-conditioned system of six linear equations describes these experiments (see [9], translated into the SPR paradigm for completeness in Appendix I) and can be directly inverted to yield the model variance components from the six observed variances. In the practical world of a finite set of available samples, BWC replace the population experiments with bootstrap resampling [18] of the finite data set, obtain bootstrap estimates of the six observable variances, and then obtain finite-sample estimates of the six model variance components by solving the system of equations. The approach yields distribution-free maximum-likelihood estimates in the sense of Efron and Tibshirani [18].

The finite-sample uncertainties in these estimates of the model variances may then be obtained using the technique of the jackknife-after-bootstrap [11], [18]. (Appendix II contains an application of the technique as a cross-check on the work presented below.)

B. Monte Carlo Simulations

To obtain insight into the structure of the random-effects problem in the context of statistical pattern recognition, we analyze the following construct. We suppose that we have many institutions, each with its own independent set of training samples. (Thus, the institutions are analogous to readers in imaging.) For tractability we limit our simulations to ten institutions. We suppose that each institution designs two competing classifiers using its own training patients. For our simulations and to simplify the interpretation of results, we consider the special case where the two classifiers are constrained to have the same architecture across institutions. Finally, we suppose that some outside institution has provided a single independent set of test samples to be classified by each of the training institutions. (Variations on this experimental paradigm are possible; the present one has been found to be the most statistically powerful for probing the variables of interest here.) We perform 300 Monte Carlo simulation trials of this exercise for a number of simple but very instructive problems in which it is desired to compare competing classifiers. We solve for the strengths of the six components of variance using methods developed for the imaging problem and adapted to the SPR problem in Appendix I.

C. The Tasks and the Classifiers

The problems selected for the present analysis were chosen because they bracket a range of practical problems in our sub-field of statistical pattern recognition, namely, computer-aided diagnosis (CADx) in medicine. All of the problems used a feature space of nine-dimensions, with the features taken to be independent and normally distributed. Although the parameters chosen for the present analysis are inspired by contemporary problems in the CADx field, we emphasize that the approach and model are completely general.

We studied two levels of mean class separability: Mean ROC areas equal to 0.88 and 0.76, corresponding to signal-to-noise ratios or so-called detectability indexes, $d'$, of 1.66 and 1.0, respectively. (The quantity $d'$ (squared) is equivalent to the Mahalanobis distance (squared) [6].) Roughly speaking, the former value might be considered typical of mature CADx modalities, the latter more typical of research work in that field. Competing classifiers in this work had comparable performance in the mean. (The “donut” problem below was an exception.) Our focus here is on the components of variance.

We considered the cases where a total of 125, 250, 375, or 500 samples were available for each of the two classes. The lower half of this range corresponds to typical values available in the CADx community. The larger numbers were included to discover the dependence of the results on sample numbers. We made the ratio of training samples to test samples equal to 4:1 (but scaling laws deduced below provide broader coverage). For example, the 125 were partitioned into 100 and 25; i.e., each institution provided its own independent training set of 100 normal and 100 abnormal cases, and an independent outside group provided the common test set comprised of 25 normal and 25 abnormal cases (and similarly for the other total values called out above). Since the test samples were always independent from the training samples, we have what one could call a multi-institutional version of the holdout method [1].

We simulated three different tasks which bracket a range of practical problems in CADx (see [19] for formal definitions of classifiers):

- Task (a): The naive Bayes classifier vs. the nine- (or nineteen-) nearest-neighbor classifier for linearly separable data;
- Task (b): The naive Bayes classifier vs. the quadratic discriminant for linearly separable data;
- Task (c): The linear classifier vs. the quadratic discriminant for the so-called “donut” problem where the means of the two classes are identical but the variance of one class is greater than that of the other class; thus for this task there is no linear separability of the data but there is separability with the quadratic classifier.

In all experiments (except the “donut” problem) the distribution of the “normal” class is centered at the multivariate zero and that of the “abnormal” class at the multivariate unity. The value of $d' = 1.0$ (alternatively 1.66) is obtained by setting the population covariance matrix for each class to be diagonal with all elements equal to 9 (alternatively, 3.266). For the “donut” task, both distributions are centered at the origin; the covariance matrices are taken to be proportional to the identity matrix, with the ratio between proportionalities of 2.7. For this problem the mean area under the ROC curve for the linear classifier is 0.5 (guessing) and for the quadratic classifier is 0.9.

For each task, both classifiers were trained at the “ten institutions” with their own independent training sets, and then tested on the common test set as above. On each Monte Carlo
trial, the BWC analysis was run to obtain estimates of the six variance components. In the next section we present the mean estimates, ± one standard deviation over the 300 trials.

### III. RESULTS

In Fig. 1 we present the results for Task (a) with nine nearest neighbors (9-NN), $d' = 1.66$, and 125 patients per class. For this example, the variance strengths are seen to be dominated by the finite-test-set component (TS), i.e., the component due to the range of difficulty of the test samples and the finite-test-sample size. (Capital letters are used in the figures to label the variance strength of the corresponding lower-case component.) Recall that if we are interested in the assessment of the classifiers one at a time, all six of the components of variance in the figure contribute according to the general linear model [8], [9]. Thus, we see here an example of the conventional wisdom that the sampling variance is dominated by the finite test sample [1]. Note, however, that the test-sample size is very small in this example (25 per class). We will return to this issue below.

When one is interested in comparing the performance of two competing classifiers, however, it is only the so-called modality-interaction components—the last three in the figure—that contribute uncertainty in the general model because these are the only components that are independent across classifiers [8], [9]; this is formalized in the subscript notation with the presence of the classifier index $i$ in Equation 1. (The first three components are identical across classifiers and thus do not add randomness to the task of seeing a difference between them.)

We see in the figure that the modality-by-test-set component ($M \times TS$)—i.e., the part of the test-case-sample variance that is uncorrelated across algorithms—is negligible for this task. It is only the modality-by-training-set ($M \times TR$) and modality-by-training-by-test-set components ($M \times TR \times TS$) that contribute. We thus see that the limitation of the finite size of the training sample clearly dominates that of the finite size of the testing sample for the task of comparing classifiers. Although this seems intuitively reasonable or even obvious, we have not found previous observations concerning this critical point in the literature.

Most investigators simply study the case where the training set is a fixed effect, i.e., the same trainers are to be used on replications of the experiment. The analysis of such an experiment yields results that are only generalizable to a population of testers for a given fixed training set. In that case the TR and $M \times TR$ components are not sampled and are effectively treated as zero. The example above demonstrates that uncertainties obtained in that paradigm can greatly underestimate the uncertainties expected in the more general experiment in which trainers are also a random effect.

This exercise was for the case where the number of trainers was four times the number of testers. The case where the number of testers is increased to be equal to the number of trainers—holding the latter fixed—will be examined below.

We next look at Task (a) above for the case where the intrinsic class separability is only modest ($d' = 1.0$, mean ROC area = 0.76); the results are shown in Fig. 2 and we now see a more elaborate picture. For the problem of assessing an individual classifier—where all six components contribute—the predominance of the finite-test-set component (TS) has almost disappeared. It now shares the spotlight with several other components. In this case, the conventional wisdom that the variance is due mainly to the finite test set fails again.

For the problem of comparing the two competing classifiers—where only the last three components of variance are relevant—we see the same qualitative structure as we saw above for the case of greater class separability, but now with greater variance strength as expected because of the lower signal-to-noise. Variability in the finite test set is again not the dominant contribution to the masking of the difference between competing classifiers.

Similar results were found for Task (b) and also when Task (a) was repeated with nineteen rather than nine nearest neighbors. The major differences between Tasks (a) and (b) will be recorded below in the section on scaling of results. Further details and many more examples are available in a technical report [20].

Task (c)—the “donut” problem with parameters as above—provides an interesting variation on the above theme. Here we compared the linear with the quadratic classifier. The former offers no class separability for this configuration, whereas
the latter is the appropriate Bayes classifier. We present the results in Fig. 3. The roles played by the pure test-set and the modality-by-test-set components have now reversed, compared to the examples in Figs. 1 and 2. Now there is no strength in the pure test-set component, whereas the modality-by-test-set component carries significant strength. This means the component of variance due to testers is completely uncorrelated across modalities—which might have been expected since the linear classifier is essentially guessing with this task whereas the quadratic classifier has the optimal strategy. The two rightmost of the uncorrelated components of variance across modalities have comparable strength. Again, the finite test sample does not dominate the variance analysis for this problem. Although this is an extreme example, it sheds light on the practical problem where one does not in fact know what is the optimal classifier.

A. Dependence on Sample Numbers

We have studied the scaling of all of the above results as a function of the number of trainers per class, \( N_{\text{train}} \), and the number of testers per class, \( N_{\text{test}} \). In Fig. 4, we show the dependence of the six variance components on the inverse of \( N_{\text{train}} \) for Task (b) with \( d' = 1.66 \). In Fig. 5, we show the dependence of these components on the inverse of \( N_{\text{train}}^2 \). Since \( N_{\text{train}} \) and \( N_{\text{test}} \) were made proportional to each other in the present work, the power-law dependence of curves in these figures will hold for either \( N_{\text{train}} \) or \( N_{\text{test}} \). Fig. 4 shows that only the pure test-set component and the modality-by-test-set component (the latter trivially zero here) exhibit a linear dependence on the number of samples. Fig. 5 shows that the remaining four components exhibit an approximately quadratic dependence on the number of samples. We note that the error bars in these figures (as in Figs. 1 through 3) are standard deviations over the 300 Monte Carlo trials. Thus, the mean values shown in those figures are known approximately to within those error bars diminished by the root of 300. The mean dependences indicated by the lines therefore have very little uncertainty.

These dependences are interpreted as the dominant lowest-order Taylor series terms in an expansion of the total variance in two variables, \( N_{\text{train}} \) and \( N_{\text{test}} \). A priori, one would expect the TR, TS, M×TR, and M×TS terms to have the inverse linear dependences on the appropriate sample numbers that are typical of variances in statistical estimation theory because they contain a single random variable; the TR×TS and M×TR×TS terms would be expected to have inverse quadratic dependences because they contain two random variables—which scale together in the present simulations. Fukunaga and Hayes [1]–[3] have pointed out, however, that the first-order term in the numbers of trainers—realized here by the TR and M×TR terms—goes to zero for the case of Bayes classifiers with normally distributed data; for those cases the leading terms are then quadratic in the number of trainers. This is
consistent with what we observe in Fig. 5 when comparing two classifiers that are both approximations to the Bayes classifier for Task (b). We note that it is this quadratic dependence on the number of trainers that has provided the basis for the conventional wisdom that the contribution of the finite training sample to the variance is small. That wisdom ignores departures from its assumptions and the relative strengths of the Taylor terms that then result.

We exhibit a summary of the scaling behavior of the mean results observed in our simulations for Tasks (a) and (b) in Table I. For Task (a) the number of nearest neighbors was made to scale with the overall sample size.) The scaling did not reduce to a single term for those training-sample-related terms marked with an asterisk (*) as the class separability was reduced from $d^2 = 1.66$ to $d^2 = 1.0$. The dominant behavior is quadratic at the higher signal-to-noise but admixture of a linear contribution begins to emerge as the signal-to-noise decreases; this is manifested by roughly three-fold as opposed to four-fold scaling as the sample numbers are changed by a factor two. Thus, a single Taylor term is in general insufficient to describe those training-set-related terms, as foreshadowed by the analysis of [1]–[3].

The scaling for Task (c) departs from the pattern exhibited in Table I mainly in that the M×TR×TS term now scales linearly (rather than quadratically) for the several cases we have studied, while the TR×TS term scales closer to a quadratic dependence; the same behavior was observed, respectively, for the M×TR and TR terms. Thus as the number of samples increases, the uncorrelated-across-modalities M×TR×TS and M×TR terms will dominate their correlated-across-modalities counterparts (TR×TS and TR). This is consistent with the fact that the training of a classifier that is essentially guessing decorrelates asymptotically from the training of an optimal one. Finally, we note that for all tasks and parameters we have investigated, the dependence of the TS and M×TS terms is unambiguously linear in the inverse of the number of testers, as expected.

Since the scaling law for test-set contributions is always inverse-linear, we can use this law to generate good estimates of the mean results for situations other than the four-to-one ratio between trainers and testers considered above. In particular, if we are interested in the case where the number of testers is increased to be equal to the number of trainers, we can reduce by a factor four all of the test-set (TS containing) contributions in the previous analysis displayed in Fig. 1. This simple operation can be carried out by inspection of the mean results in that figure to obtain expected results when 100 trainers and 100 testers per class are used. It is then readily appreciated that almost all of the variability would come from the finite size of the training set for that case. So, the conventional wisdom would also be greatly misleading here. The paradigm of this example has special standing because the equality of the size of the training and test sets means the results are effectively normalized per unit case, independent of whether the case is a trainer or a tester.

The analysis of uncertainties in terms of components of variance may be used to design large trials based on the results of smaller trials and scaling laws, as has been previously pointed out in the imaging problem [9]. Similarly in SPR, it may be used to design and size a database for training and testing of competing classifiers [21], as suggested in [22]. Regarding the entries in Table I that show a mixture of linear and quadratic dependences (marked with the asterisk *), the conservative approach would be to assume a linear scaling.

### IV. Discussion and Conclusions

We have presented here an application to the problem of statistical pattern recognition of a general components-of-variance model developed recently for random-effects ROC studies in medical imaging. Our examples and analysis show that one cannot assume that the variance of accuracy measures comes mainly from the finite test set; this is true only for a limited class of problems, namely: where only a single classifier is being studied at a time; where the finite test set is almost obviously the limiting factor due to the small test sample size; and only at the high-performance end of the signal-to-noise ratio scale. In that limited case, the finite-test sample may indeed make the dominant contribution to the variance or overall uncertainty in the assessment. Outside that context, however, the finite-training sample contributes comparable or greater strength to that variance. In particular, if we are interested in comparing competing classifiers, the contribution to the uncertainty in the difference in performance from the finite test sample tends to be dominated by the contribution from the finite training sample. In retrospect, this result seems intuitively obvious because trainers essentially become part of the classification algorithm, but this point does not seem to have been remarked upon in previous literature.

There is no reason to expect that the effects observed here will be diminished in importance as the dimensionality of the feature space and/or the complexity of the classifier increase beyond the examples considered here (cf. [6]). We base this statement on the fact that the Bayes classifier can only get more difficult to estimate. Thus, there is no evident case for ignoring either the first-order terms in the inverse of the number of training samples or the cross-terms in trainers and testers [1]. Also—unless the two comparing classifiers are very similar—there will be no basis for expecting the interaction between training samples and classifier to be negligible. The examples analyzed in previous literature [1]–[7] are not sufficiently general to address these points. We hope to address them in further detail in future investigations.
The conclusions here regarding the role of the finite training sample argue for the necessity of using some form of resampling strategy that includes training samples as well as testing samples when assessing—and especially when comparing—classifiers under conditions where generalizability to a population of training samples as well as to a population of testing samples is desired. A counter-argument might be offered by practitioners who intend to “freeze” their classifier algorithm after the initial training. However, in practice, such an initial stance is almost always modified as more samples become available downstream and the classifier is modified accordingly. Thus, the contributions of the finite training sample will always manifest themselves: There will be more variance than expected on the basis of the finite test set alone. We therefore close with some comments on resampling strategies to address this issue.

The most commonly used resampling strategy for the training and testing of classifiers in SPR is the so-called cross-validation paradigm, where different partitionings of a given data set into trainers and testers are considered [19], [23]. In general, however, the conventional cross-validation approach cannot provide an estimate of uncertainty that includes the appropriate contribution from the finite-training set. This is clear from the limiting case of cross-validation embodied in leave-one-out training and testing. In that case, the training sets are almost identical and so the finite training set contribution to uncertainty is essentially unsampled.

A growing appreciation of the utility or even necessity of using some form of the bootstrap rather than cross-validation resampling in classifier assessment has developed over the last decade or so [19], [24]–[29] (cf. also [1]–[6]). For example, Efron compared the bootstrap with cross-validation and indicated that the former has lower variability than the latter but suffers from bias [25]. At the time of the review by Efron and Tibshirani [18], Efron’s version of the bootstrap known as the 0.632 estimator [25] was found to perform “the best among all methods,” but they suggested that further evidence was required before making more general recommendations. It is remarkable (and perhaps surprising) that the focus of most of this work was on estimation of mean performance but not of uncertainties and the associated issues of generalizability of error bars that are our focus here.

More recently Efron and Tibshirani have extended the 0.632 bootstrap to what they call the 0.632+ bootstrap [28] and have provided methods for estimating the resulting uncertainties. We summarize the major features of the 0.632+ bootstrap here, starting with its 0.632 predecessor. The latter is made up of two contributions: (1) Performance based on training using the original samples and testing on the very same samples, the so-called “apparent error”; (2) A bootstrap approach in which—for each original data sample—one keeps track of classification performance only from those bootstrap training sets that do not contain that data sample (the “leave-one-out bootstrap”). The 0.632 bootstrap is obtained by weighting the apparent error by a factor $1/e$ and the leave-one-out bootstrap by a factor $(1 - 1/e)$, or 0.632 (the large-sample limit of the expected fraction of distinct original observations in a bootstrap sample). The 0.632+ bootstrap contains one further step that involves measuring performance when the input class labels are randomized (the no-information case) to obtain a correction for over-fitting. The overall process reduces to the 0.632 bootstrap when there is no overfitting, and to the leave-one-out bootstrap when the overfitting is maximum. These methods may be thought of as generalized cross-validation [28].

From the point of view of our present work, the most attractive feature of the more recent paper [28] is that the authors provide a formal approach not only to estimating mean performance but also to estimating the resulting uncertainties—using the original bootstrap samples. Alternatively, a conceptually straightforward (but computationally prohibitive) approach to estimating the uncertainties in bootstrap estimates is to bootstrap the bootstrap procedure. More practically, one can replace the second bootstrap with the so-called jackknife-after-bootstrap procedure [11], [18]. A lemma due to Efron and Tibshirani reduces the second step in practice to simply a sorting of the original bootstrap data [18].

For the present, we recommend the 0.632+ bootstrap procedure, together with the methods for estimating standard errors in [28], or the alternative of the jackknife-after-bootstrap procedure [11], [18]. A subject for future investigation is to determine the properties of these estimates of uncertainty and their generalizability, i.e., the connection between such estimates of uncertainty and the general structure of the problem uncovered in the present work. The general picture of uncertainty analysis in the field of SPR is thus still incomplete.

**Appendix I

The Model Equations**

The BWC approach [9] was inspired by a general analysis of components-of-variance models due to Roe and Metz [17]. The latter authors describe a large family of population experiments whose observed variances can be expressed as a linear combination of a small set of common underlying but unobserved model variance components; the particular mix of model components depends on the experiment. BWC [9] noted that one could solve for estimates of the underlying model components from a finite-sample data set of the form described in the present paper; this is done by replacing the set of population experiments with the corresponding set of bootstrap experiments, and replacing the population variances with bootstrap variance estimates. In particular, for the class of problems discussed in the present paper, there are six relevant population experiments and these will be included here for completeness. A central contribution of the Roe and Metz analysis [17] is their unambiguous and unifying subscript notation for the variance of an accuracy index $A$. Following their scheme, subscripts to the left of the vertical bar in the equations below refer to random effects, i.e., variables that are drawn randomly from the population when the experiment is replicated. Subscripts to the right of the vertical bar refer to fixed effects, i.e., variables that remain unchanged when the experiment is replicated.

The expected variance for the experiment in which both training samples and test samples are random but the classifier...
is fixed contains all of the components in the present model:
\[
\text{var}(A_{TR,TS|M}) = \sigma_{tr}^2 + \sigma_{ts}^2 + \sigma_{TR,TS}^2 + \sigma_{TS}^2 + \sigma_{m-tr}^2 + \sigma_{m-ts}^2. \tag{2}
\]

The expected variance for the experiment in which only test samples are random is
\[
\text{var}(A_{TS|TR,M}) = \sigma_{ts}^2 + \sigma_{m-ts}^2 + \sigma_{m-tr-ts}^2. \tag{3}
\]
That is, \( \sigma_{tr}^2 \) and \( \sigma_{TS}^2 \) do not contribute because they correspond to fixed effects for this experiment; however, terms that include \( tr \) with \( ts \) do contribute because the presence of \( ts \) makes these random effects. (See [8], [9], [17].)

The remaining four experiments are those in which a difference in accuracy measures between classifying classifiers is measured:
\[
\text{var}(A_{TR,TS|M} - A_{TR,TS|M'}) = 2(\sigma_{m-tr}^2 + \sigma_{m-ts}^2 + \sigma_{m-tr-ts}^2) \tag{4}
\]
\[
\text{var}(A_{TS|TR,M} - A_{TS|TR,M'}) = 2(\sigma_{ts}^2 + \sigma_{m-ts}^2) \tag{5}
\]
\[
\text{var}(A_{TS|TR,M} - A_{TS|TR,M'}) = 2(\sigma_{m-tr}^2 + \sigma_{m-ts}^2) \tag{6}
\]
\[
\text{var}(A_{TS|TR,M} - A_{TS|TR,M'}) = 2(\sigma_{tr}^2 + \sigma_{m-tr-ts}^2) \tag{7}
\]

These include comparisons between the same (\( M \) and \( M' \)) or different (\( M \) and \( M' \)) classifiers and between the same (\( TR \) and \( TR' \)) or different (\( TR \) and \( TR' \)) training sets. Comparison of these results with those in the multiple-reader imaging problem [9] shows that the two problems are isomorphic. Bootstrap experiments are performed to obtain finite-sample estimates of the population variances on the left-hand sides. The system is then solved for estimates of the model components on the right-hand sides. Estimates of uncertainties in the estimates of the model components can be obtained using the second-order resampling strategy of the jackknife-after-bootstrap [11], [18].

APPENDIX II
JACKKNIFE-AFTER-BOOTSTRAP MONTE CARLO CHECK

We consider here a finite data set in the form of a single Monte Carlo trial in the paradigm of this paper. One can obtain estimates of the components of variance for this data set as discussed in the body of the paper using the family of bootstrap experiments of Appendix I. One may also estimate the uncertainty in those estimates based on that data set. This is achieved by means of a second resampling procedure called the jackknife-after-bootstrap [11], [18]. If one then progresses through a series of Monte Carlo replications of this entire exercise, one can also explore the distribution of the jackknife-after-bootstrap estimates of uncertainty and perform an overall consistency check as follows.

Figs. 1, 2, and 3 of the text displayed the mean estimates of the variance components and the standard deviation of these estimates over the population as represented by the Monte Carlo trials. The standard deviations from the case of Fig. 2 are re-displayed in Fig. 6 as the asterisks (*). Also shown in that figure is the root of the mean over the Monte Carlo trials of the estimate of the variance in the estimates of the variance components obtained on individual trials using the technique of the jackknife-after-bootstrap described in [11], [18]. Comparing these results we see that one may indeed obtain approximately unbiased estimates of not only the variance components but also the uncertainties in those estimates from a data set of the kind represented by a single Monte Carlo realization of the experiment described in this paper. We note, however, that a large number of bootstraps (~25,000) is required before the TR and \( M \times TR \) components achieve the level of convergence shown in the figure. With only 15,000 bootstraps—the number typically used in multiple-reader ROC studies in medical imaging as well as the present paper—the bias was roughly twice that shown in the figures. This exercise provides a check on the consistency of the present work. Further validation of the approach is provided in [9].
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