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Abstract

Fukunaga and Hayes’ theory of the effect of sample size states that for a single classifier, variance comes predominantly from the finite test sample. In this paper, we present results from an empirical study that support and extend this theory. To investigate, we conducted a Monte Carlo simulation using Bayesian and non-Bayesian classifiers for detection tasks derived from Gaussian distributions. To compare the performance of the methods, we used ROC analysis and a nonparametric technique that conducts bootstrap experiments to estimate components of variance. Results support the assertion that variance comes predominantly from the test sample for the case of a single classifier; however, for the case of two competing classifiers, they suggest that variance comes predominantly from the finite training set, not the test set. Our estimates of the variance scale with respect to sample size in accordance with the theory, but because we examined components of variance, rather than total variance, we provide a much more detailed analysis.
1 Introduction

Fukunaga and Hayes (1989) showed that as the number of test cases, $N_c$, increases, the variance of the error scales proportionally to $1/N_c$. As the number of training samples, $N_t$, increases, the variance of the error scales proportionally to $1/N_t^2$, provided that the classifier is Bayesian. Otherwise, it scales proportionally to $1/N_t$. When both $N_t$ and $N_c$ increase, they show that the variance of the error scales proportionally to $1/N_c$, and based on this result, conclude that the variance of a single classifier’s error comes mainly from the finite test sample.

In this paper, we present results from a simulation study supporting these scaling laws and the assertion that variance comes predominantly from the test sample. However, we show for the case of two competing classifiers that variance comes predominantly from the training set, not from the test sample, an assertion that held except for problems with small sample sizes and low signal-to-noise ratios.

To investigate, we used ROC analysis to evaluate the performance of Bayesian and non-Bayesian classification methods on problems derived from two nine-dimensional normal distributions. We varied the difficulty of the detection task and sample size, and analyzed results with a nonparametric method (Beiden, Wagner, & Campbell, 2000) that uses bootstrap experiments to estimate the components of variance of a general, linear model of ROC accuracy measures (Dorfman, Berbaum, & Metz, 1992).

In the next section, we describe briefly ROC analysis, and in the section that follows, detail our experimental method. We discuss the nonparametric method for estimating components of variance in Section 4, and our empirical results appear in Section 5. We conclude with a discussion of the outcomes and implications.

2 Preliminaries

When evaluating classifiers using receiver operating characteristic (ROC) analysis (Swets & Pickett, 1982), one measures performance at various decision thresholds, thereby producing a set of true-positive and false-positive rates. The points for a given classifier form an ROC curve, and it is often convenient to characterize this curve using a single measure of performance. One such measure is the area under the curve, and one method of obtaining this metric is to use the trapezoidal rule to compute the approximate area, $\hat{A}$. It is appropriate when each curve dominates some other. However, researchers have proposed analyses for when curves cross (Provost & Fawcett, 1997), for when a portion of the curve is of interest (McClish, 1989; Woods, Kegelmeyer, & Bowyer, 1997), and for tasks involving three or more decisions (Mossman, 1999; Hand & Till, 2001).

When evaluating two or more classification algorithms, one experimental design is to use multiple training sets and a single test set. One applies each algorithm to each training set, and computes performance metrics—by using the resulting classifiers for the examples in the test set. For this design, the most general linear model for $\hat{A}$ is

$$\hat{A}_{ijkn} = \mu_i + t_j + c_k + (te)_{jk} + (at)_{ij} + (ac)_{ik} + (atc)_{ijk} + z_{ijkn},$$

where $\mu_i$ is the overall average effect of the $i$th algorithm, $t_j$ is the effect of the $j$th training set, $c_k$ is the effect of the $k$th test case, $(te)_{jk}$ is the interaction term for the $j$th training set and the $k$th test case, $(at)_{ij}$ is the interaction term for the $i$th algorithm and the $j$th training set, $(ac)_{ik}$ is the interaction term for the $i$th algorithm and the $k$th test case, $(atc)_{ijk}$ is the interaction term for the $i$th algorithm, the $j$th training set, and the $k$th test case, and $z_{ijkn}$ is the random effect due to experimental error on the $n$th trial (Dorfman et al., 1992; Sahai & Ageel, 2000). In this model, algorithms are fixed effects, and the training sets and test cases are random effects.

With the exception of $\mu_i$, each term is an independent, zero-mean random variable, which is not necessarily normal. The seven components of variance of these random variables are $\sigma_1^2$, $\sigma_2^2$, $\sigma_{te}^2$, $\sigma_{at}^2$, $\sigma_{ac}^2$, $\sigma_{atc}^2$, and $\sigma_z^2$. We will restrict our discussion to the case of a single experimental trial (i.e., $n = 1$), so $\sigma_{atc}^2$ and $\sigma_z^2$ will be inseparable. With this understanding, we will proceed by using $\sigma_{atc}^2$, leaving six components.
3 Experimental Design

To investigate the effects of sample size, we conducted a Monte Carlo simulation using problems derived from two nine-dimensional normal distributions and three learning algorithms: naive Bayes (John & Langley, 1995), quadratic discriminant (Johnson & Wichern, 1982), and $k$-nearest neighbors, for $k = 9$ and 19 (Duda, Hart, & Stork, 2000). With these, we selected three sample sizes ($N_t = 100, 200, \text{and } 400$) and varied the difficulty of the detection task, as measured by $d'$.

Discriminability, $d'$, which is equivalent to the Mahalanobis distance, is a measure of the separation between two normal distributions:

$$(d')^2 = (\mu_0 - \mu_1)' \Sigma^{-1} (\mu_0 - \mu_1).$$

In our experiments, with $\mu_0 = 0$ and $\mu_1 = 1$, we set $\sigma_{ij} = 0$, for $i \neq j$, and set $\sigma_{ii}$ such that $d' = 1.0$ and 1.66.

For each $d'$ and $N_t$, we generated ten training sets by randomly drawing $N_t$ examples from $N(\mu_0, \sigma_0^2)$ for the negative class and $N_t$ examples from $N(\mu_1, \sigma_1^2)$ for the positive class. We set $N_c = \frac{1}{2}N_t$, and in a similar manner, generated a single test set by drawing randomly $N_c$ samples from each distribution.

We applied all pairs of algorithms to each of the training sets and used the resulting classifiers to rate each case in the test set. Instead of producing a 0-1 decision for cases, we modified the performance element of each algorithm to produce a numeric rating. For naive Bayes, we used the posterior probability of the negative class given the instance. For quadratic discriminant, we used the discriminant function. For $k$-NN, we used the number of votes for the negative class.

We repeated this process 300 times for each $N_t$, $d'$, and pair of algorithms. Figure 1 depicts our design, but to summarize, we conducted 300 Monte Carlo trials. For each trial, we generated ten training sets and one test set. For each training set, we applied two learning algorithms, each of which generated ratings for the positive and negative cases in the test set.

For a given pair of algorithms (e.g., naive Bayes and quadratic discriminant) and the results from each of the 300 Monte Carlo trials, we conducted a family of bootstrap experiments to estimate the components of variance of the linear model in Equation 1. We then averaged the components of variance over the 300 applications of this procedure, which we describe in the next section. We also computed each component’s standard deviation over these 300 trials.
4 Components of Variance of ROC Measures

Beiden et al. (2000) use a series of bootstrap experiments to estimate the components of variance of Equation 1 for a context similar to ours. Originally designed to assess the performance of multiple human “readers” across multiple imaging modalities on cancer screening tasks, there is an isomorphism between this task and those investigated in our community. Taking advantage of this isomorphism, we used this method to assess the performance of pairs of classifiers.

One application of the procedure detailed in the previous section yielded for each $N_t$ and $d'$, ten sets of positive and negative case ratings for each of the two algorithms. Using these, we conducted six bootstrap experiments, each of which estimated an observed variance of $\hat{A}$.

As mentioned previously, one method of calculating $\hat{A}$ is the trapezoid rule. However, researchers have shown this measure to be equal to the Mann-Whitney two-sample statistic (DeLong, DeLong, & Clarke-Peterson, 1988), which is convenient for numeric case ratings such as ours. Given $m$ ratings of negative cases, $r^-$, and $n$ ratings of positive cases, $r^+$,

$$\hat{A} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(r^+_i, r^-_j),$$

where

$$I(r^-, r^+) = \begin{cases} 
1 & \text{if } r^- > r^+; \\
\frac{1}{2} & \text{if } r^- = r^+; \\
0 & \text{if } r^- < r^+.
\end{cases}$$

Given the ten sets of positive and negative case ratings for two algorithms, we conducted one bootstrap experiment by assuming that algorithms $(a)$ and training sets $(t)$ were fixed effects and test cases $(c)$ was a random effect. In the following equations, we use the vertical bar ($) to distinguish between fixed and random effects. Letters that precede the vertical bar are fixed, letters that follow are random. Therefore, the observed variance in which algorithms are fixed effects and training sets and test cases are random effects is

$$\text{var}(\hat{A}_{atc}) = \sigma^2_c + \sigma^2_{tc} + \sigma^2_{ac} + \sigma^2_{atc}. \quad (3)$$

Again, the terms in this equation are simply those components of variance involving the random effects $c$. (Note that when all factors are assumed fixed, $\text{var}(\hat{A}_{atc}) = \sigma^2_z = 0$.) As before, we estimated $\text{var}(\hat{A}_{atc})$ by iterating over all algorithms and training episodes. However, since $t$ is a random effect in this bootstrap experiment, we drew training episodes randomly with replacement. For an algorithm and a training episode, we again drew randomly with replacement from the case ratings to estimate $\hat{A}$, repeated 15,000 times, and calculated $\text{var}(\hat{A})$. After applying this procedure for all algorithms and training episodes, we averaged these bootstrapped variances to yield $\text{var}(\hat{A}_{atc})$.

To compare two classifiers, we computed the observed variance of differences between individual estimates of $\hat{A}$ in a similar manner: by estimating with the same and different algorithms, the same and different
training sets, and combinations of these. There were four such observed variances of interest, one being when we compared two different algorithms, $a$ and $a'$, using the same training sets and test cases:

$$\text{var}(\hat{A}_{a|tc} - \hat{A}_{a'|tc}) = 2(\sigma_{at}^2 + \sigma_{ac}^2 + \sigma_{atc}^2).$$  \hspace{1cm} (4)

Similarly, the observed variance for an algorithm and two different training sets, $t$ and $t'$, is

$$\text{var}(\hat{A}_{at|c} - \hat{A}_{at'|c}) = 2(\sigma_{tc}^2 + \sigma_{atc}^2).$$  \hspace{1cm} (5)

The observed variance for two different algorithms trained using the same data set is

$$\text{var}(\hat{A}_{at|c} - \hat{A}_{at'|c}) = 2(\sigma_{ac}^2 + \sigma_{atc}^2).$$  \hspace{1cm} (6)

Finally, the observed variance for two different algorithms and two different training sets is

$$\text{var}(\hat{A}_{at|c} - \hat{A}_{at'|c}) = 2(\sigma_{ac}^2 + \sigma_{atc}^2).$$  \hspace{1cm} (7)

After computing these six observed variances, we expressed Equations 2–7 as the linear system

$$\text{var} = \mathbf{M}\sigma^2,$$  \hspace{1cm} (8)

where $\text{var}$ is the vector of average variances estimated in the six bootstrap experiments (i.e., the left-hand sides of Equations 2–7), $\sigma^2$ is the vector of the six components of variance, $(\sigma^2)^T = [\sigma_t^2, \sigma_c^2, \sigma_{tc}^2, \sigma_{at}^2, \sigma_{ac}^2, \sigma_{atc}^2]$, and $\mathbf{M}$ contains the coefficients from Equations 2–7:

$$\begin{bmatrix}
0 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 2 & 2 & 2 \\
0 & 0 & 2 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 2 & 2 \\
0 & 0 & 2 & 0 & 2 & 2
\end{bmatrix}.$$

Solving this linear system gave estimates of the components of variance for a given Monte Carlo trial. Although there are other bootstrap experiments one could imagine (e.g., see Roe & Metz, 1997), those presented are sufficient for estimating $\sigma^2$.

5 Results and Analysis

In this section, we present results for the comparison of naive Bayes and quadratic discriminant. The variance due to the case sample for a single algorithm is the sum of the variance components involving $c$: $\text{var}_c(\hat{A}) = \sigma_t^2 + \sigma_{tc}^2 + \sigma_{ac}^2 + \sigma_{atc}^2$. Similarly, the variance due to the training sample is the sum of the components involving $t$: $\text{var}_t(\hat{A}) = \sigma_t^2 + \sigma_{tc}^2 + \sigma_{at}^2 + \sigma_{atc}^2$. (Naturally, we can disregard terms common to both expressions for the purpose of comparison, since they contribute equally to both variances.)

Figures 2–4 show the components of variance for the comparison between naive Bayes and quadratic discriminant for $d' = 1.66$ and $N_t = 100, 200,$ and $400$. In these graphs, the variance due to the case sample is greater than that due to the training sample. For instance, referring to Figure 2, when $N_t = 100$, $\text{var}_c(\hat{A}) = 0.002949$ and $\text{var}_t(\hat{A}) = 0.001692$. In the other figures, we can also see that the variance comes predominantly from the finite test sample, as shown by Fukunaga and Hayes (1989).

However, if we look only at the components of variance that include the factor for algorithms, then we see that when comparing two algorithms, it is the variance from training set that dominates, not the variance from the test set. That is, disregarding $\sigma_{atc}^2$, which contributes equally to both variances, $\sigma_{at}^2 > \sigma_{ac}^2$. This was true for all sample sizes.

Results from our experiments with $d' = 1.0$ were similar, but not as stark, as Figures 5–7 indicate. The results appearing in Figure 5 suggest that the test sample and the training sets contributed roughly the same amount of variance. However, as sample size increased, the variance from the test cases became more dominant, as shown in Figures 6 and 7.

We obtained similar results from our comparisons between naive Bayes and $k$-NN, for $k = 9$ and 19. See the end of this document for these plots.
Figure 2: Naive Bayes versus quadratic discriminant, $d' = 1.66$, $N_t = 100$.

Figure 3: Naive Bayes versus quadratic discriminant, $d' = 1.66$, $N_t = 200$.

Figure 4: Naive Bayes versus quadratic discriminant, $d' = 1.66$, $N_t = 400$.

Figure 5: Naive Bayes versus quadratic discriminant, $d' = 1.0$, $N_t = 100$.

Figure 6: Naive Bayes versus quadratic discriminant, $d' = 1.0$, $N_t = 200$.

Figure 7: Naive Bayes versus quadratic discriminant, $d' = 1.0$, $N_t = 400$. 
We also examined how each component of variance scaled with respect to $N_t$ and $N_c$. As mentioned previously, Fukunaga and Hayes (1989) showed that as the number of test cases, $N_c$, increases, the variance of the error scales proportionally to $1/N_c$. As the number of training samples, $N_t$, increases, the variance of the error scales proportionally to $1/N_t^2$, provided that the classifier is Bayesian. Otherwise, it scales proportionally to $1/N_t$. When both $N_t$ and $N_c$ increase, the variance of the error scales proportionally to $1/N_c$.

Our results generally support these scaling laws, and since we estimated components of variance, rather than total variance, we were able to sketch a much more detailed picture—at least empirically—than has previously existed. Figure 8 shows how the components of variance change with sample size for the comparison of naive Bayes and quadratic discriminant for $d' = 1.66$. We plotted variance strength against $1/N_t$ to show more clearly linear and nonlinear trends. We obtained similar results with other pairs of algorithms, and overall, the components of variance scaled with respect to $N_c$ and $N_t$ as follows:

$$
\begin{align*}
\sigma^2_c &\sim 1/N_c, \\
\sigma^2_t &\sim 1/N_t^2, \\
\sigma^2_{tc} &\sim 1/(N_tN_c), \\
\sigma^2_{ac} &\sim 0, \\
\sigma^2_{at} &\sim 1/N_t^2 \text{ when classifiers were Bayesian,} \\
\sigma^2_{atc} &\sim 1/N_t \text{ when one classifier was non-Bayesian (i.e., k-NN), and} \\
\sigma^2_{atc} &\sim 1/(N_tN_c).
\end{align*}
$$

Relating these results to Fukunaga and Hayes’ (1989) theory of the effect of sample size, since $\text{var}_c(\hat{A}) = \sigma^2_c + \sigma^2_{tc} + \sigma^2_{ac} + \sigma^2_{atc}$, the term $\sigma^2_c$ will dominate for large values of $N_c$, so $\text{var}_c(\hat{A}) \sim 1/N_c$. Similarly, $\text{var}_t(\hat{A}) = \sigma^2_t + \sigma^2_{tc} + \sigma^2_{at} + \sigma^2_{atc}$, and if we ignore terms involving $1/(N_tN_c)$, as do Fukunaga and Hayes, then $\text{var}_t(\hat{A}) \sim 1/N_t^2$. However, when the classifier is non-Bayesian, the term $\sigma^2_{at}$ goes to $1/N_t$ and will dominate for large values of $N_t$, so in this situation, $\text{var}_t(\hat{A}) \sim 1/N_t$. Finally, when both $N_t$ and $N_c$ increase, our results suggest that since $\text{var}(\hat{A})$ is the sum of all variance components and the term $\sigma^2_t$ will dominate, so $\text{var}(\hat{A}) \sim 1/N_t$. All of this analysis is consistent with Fukunaga and Hayes.

When comparing classifiers, since $\text{var}_{ac}(\hat{A}) = \sigma^2_{ac} + \sigma^2_{atc}$, $\text{var}_{ac}(\hat{A}) \sim 1/(N_tN_c)$. Since $\text{var}_{at}(\hat{A}) = \sigma^2_{at} + \sigma^2_{atc}$, $\text{var}_{at}(\hat{A}) \sim 1/N_t^2 + 1/(N_tN_c)$ when classifiers are Bayesian. Otherwise, $\text{var}_{at}(\hat{A}) \sim 1/N_t + 1/(N_tN_c)$. Finally, since $\text{var}_{a}(\hat{A}) = \sigma^2_{at} + \sigma^2_{ac} + \sigma^2_{atc}$, $\text{var}_{a}(\hat{A}) \sim 1/N_t^2 + 2/(N_tN_c)$ when classifiers are Bayesian. Otherwise, $\text{var}_{a}(\hat{A}) \sim 1/N_t + 2/(N_tN_c)$.

![Figure 8: Naive Bayes versus quadratic discriminant, $d' = 1.66$.](image-url)
Although our results support Fukunaga and Hayes’ (1989) theory of the effect of sample size, because we estimated components of variance, we sketched a much more detailed picture empirically than has previously existed. And while our results also support Fukunaga and Hayes’ assertion that for a single classifier, variance comes predominantly from the finite test sample, our study suggests that for the case of two competing classifiers, variance comes predominantly from the finite training sample, not the finite test sample.

6 Conclusion

Using ROC analysis and bootstrap experiments to estimate the components of variance of a linear model of ROC accuracy measures, we examined the performance of several pairs of classifiers on detection tasks derived from nine-dimensional Gaussian distributions. Results from a Monte Carlo simulation support Fukunaga and Hayes’ (1989) theory on the effect of increasing samples, but we extended the theory using a detailed empirical analysis. Our results support the assertion that for a single classifier, variance comes predominantly from the finite test sample. However, when comparing two classifiers, our study suggests that variance comes predominantly from the training set, not the test set. Results also support Fukunaga and Hayes’ scaling laws, but we presented laws for components of variance and for variance correlated with algorithms, rather than total variance for a single classifier, which provides a more detailed understanding of the effect of sample size on classifier performance.
Figure 9: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.0$, $N_t = 100$.

Figure 10: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.0$, $N_t = 200$.

Figure 11: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.0$, $N_t = 400$.

Figure 12: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.66$, $N_t = 100$.

Figure 13: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.66$, $N_t = 200$.

Figure 14: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.66$, $N_t = 400$. 
Figure 15: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.0$, $N_t = 100$.

Figure 16: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.0$, $N_t = 200$.

Figure 17: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.0$, $N_t = 400$.

Figure 18: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.66$, $N_t = 100$.

Figure 19: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.66$, $N_t = 200$.

Figure 20: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.66$, $N_t = 400$. 
Figure 21: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.0$.

Figure 22: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.66$.

Figure 23: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.0$.

Figure 24: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.66$.

Figure 25: Naive Bayes versus quadratic discriminant, $d' = 1.0$.

Figure 26: Naive Bayes versus quadratic discriminant, $d' = 1.66$. 
Figure 27: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.0$.

Figure 28: Naive Bayes versus $k$-NN, for $k = 9$, $d' = 1.66$.

Figure 29: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.0$.

Figure 30: Naive Bayes versus $k$-NN, for $k = 19$, $d' = 1.66$.

Figure 31: Naive Bayes versus quadratic discriminant, $d' = 1.0$.

Figure 32: Naive Bayes versus quadratic discriminant, $d' = 1.66$. 
Figure 33: Naive Bayes versus k-NN, for $k = 9$, $d' = 1.0$.

Figure 34: Naive Bayes versus k-NN, for $k = 9$, $d' = 1.66$.

Figure 35: Naive Bayes versus k-NN, for $k = 19$, $d' = 1.0$.

Figure 36: Naive Bayes versus k-NN, for $k = 19$, $d' = 1.66$.

Figure 37: Naive Bayes versus quadratic discriminant, $d' = 1.0$.

Figure 38: Naive Bayes versus quadratic discriminant, $d' = 1.66$. 
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