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Abstract

We consider the problem of detecting rooftops in overhead images, which is one processing
step in a building detection system. Currently, the system uses a hand-configured linear classifier
to select the most promising rooftop candidates for further processing. We present results from
an empirical study in which we used machine learning methods to acquire the selection criteria
for rooftops. ROC analysis demonstrated that a naive Bayesian classifier performed better than
the hand-configured solution, using area under the ROC curve as the measure of performance.

1 Introduction

This is my introduction.

2 Problem Statement

3 Survey of the Literature

Research on learning in computer vision has become increasingly common in recent years. Some
work in visual learning takes an image-based approach (Beymer & Poggio, 1996), in which the
images themselves, usually normalized or transformed in some way, are used as input to a learning
process, which is responsible for forming the intermediate representations necessary to transform
the pixels into a decision or classification. Researchers have used this approach extensively for
face and gesture recognition (Chan, Nasrabadi, & Mirelli, 1996; Osuna, Freund, & Girosi, 1997),
although it has seen other applications as well (Nayar & Poggio, 1996; Pomerleau, 1996).

A slightly different approach relies on handcrafted vision routines to extract relevant image
features, based on intensity or shape properties, then recognizes objects using learned classifiers
that take these features as inputs. For example, Shepherd (1983) used decision-tree induction
(Quinlan, 1993) to construct classifiers for chocolate shapes in an industrial vision application.
Cromwell and Kak (1991) took a similar approach to recognizing electrical components, such as
transistors, resistors, and capacitors.

Several researchers have also investigated learning for three-dimensional vision systems. Papers
by Conklin (1993), and Connell and Brady (1987) describe inductive approaches aimed at improv-
ing object recognition. The aim here is to learn the three-dimensional structure that characterizes
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an object or object class, rather than its appearance. Another line of research, which falls midway
between this approach and image-based schemes, instead attempts to learn a small set of charac-
teristic views, each of which can be used to recognize an object from a different perspective (Gros,
1993; Pope & Lowe, 1996).

Blah, blah, blah. . .

4 Experimental Study

4.1 Method

4.2 Results

4.3 Analysis

5 Conclusion

In this paper we have described gtdr, a system for generalizing temporal diagnosis rules, which is
useful for data mining in manufacturing applications. As we have shown, gtdr rests upon a strong
theoretical basis and extends this original theory by considering temporal variables rather than
atemporal ones. Future work will involve developing routines to reduce the number of temporal
rules.
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