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My research is in natural language processing (NLP). NLP is a well-established field which represents
the intersection of computational linguistics and AI. Encompassing many different computational problems
for intelligent processing of textual language data, NLP drives developments in human language technolo-
gies such as machine translation and dialogue systems (think: Siri or Alexa).

In many ways, language capacity is the crown jewel of human cognition. Language likewise occupies
a central place in artificial intelligence research. Computers, by default, are very good at memorizing and
number-crunching, but very bad at making human-like abstractions and inferences necessary for under-
standing or producing language in a meaningful way. The field of NLP, therefore, is vast, and the hardest
problems are far from solved, especially for less-researched languages and language varieties.

My own work contributes novel resources and algorithms for problems in the linguistic foundations of
NLP, with an emphasis on meaning. I am fortunate to be able to approach these problems both as a linguist
and as a computer scientist. On the linguistics side, I work on formalizing meaning in a way that can be done
on a large scale in corpus data. On the computer science side, I develop algorithms that try to emulate human
linguists in analyzing text. The questions of how to formalize linguistic analyses of particular sentences, and
how to analyze sentences automatically, are closely intertwined.

The chief contributions of my work are resources and methods for analyzing text in linguistically-
motivated ways—including human annotation, automatic analysis algorithms (taggers, parsers), and ap-
proaches to evaluation. Much of this research contributes scientific/theoretical/methodological advances
as well as data and/or software resources (released under permissive licenses). Nearly all of it is highly
collaborative, in most cases with a student as lead author.

Rather than focus on one particular problem or topic in the linguistic foundations of NLP, I work on
a variety of topics connected by common themes. These themes include: broad-coverage approaches to
meaning representation; linguistic annotation of corpora; meaning at the intersection of lexicon and grammar
(e.g., prepositions, multiword expressions); and the so-called “long tail” of language (most individual words/
constructions/meanings are infrequent).

1 Lexical Semantic Disambiguation

To a first approximation, understanding the meaning of a sentence involves understanding the meanings of
individual words, and how they relate to one another as signaled by grammar. But attempting to formalize
this algorithmically raises many challenges. For example: What counts as a word with its own meaning?
Some sentences contain multiword expressions (MWEs)—including idioms like “kick the bucket” mean-
ing ‘die’, and complex nouns and verbs (“hot dog”, “pay attention”, “give in”) where the individual words
would have other meanings in other contexts. Detecting such multiword units automatically in context
would therefore aid semantic interpretation. However, some of these expressions are not completely fixed—
they can contain gaps with intervening words, as in “pay really close attention”, or “little attention was
paid”—which makes detection challenging. The sheer number and variety of MWEs in the vocabulary is
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an obstacle as well. MWEs are a topic of NLP research, but such research typically focuses on particular
kinds (e.g., noun-noun compounds). To get a better understanding of the scope of the problem in English, I
developed a method for comprehensive annotation of MWEs, and released a corpus with such annotations
(Schneider et al., 2014b). Then, I introduced a new formalization of tagging for MWEs containing gaps,
and evaluated statistical models for doing this tagging automatically (Schneider et al., 2014a). This work
has been widely cited and built upon by other MWE researchers.1

A second challenge in understanding word meanings is sense ambiguity, which affects not just single-
word expressions but also MWEs (e.g., “holding up” could refer to endurance, imposing a delay, or a
bank robbery). Whereas a traditional approach to word sense disambiguation requires dictionary definitions
and many annotated examples for every word in the vocabulary, supersense disambiguation is based on a
general coarse-grained set of semantic class labels which are not specific to the vocabulary of any particular
language, but help disambiguate any noun or verb (Schneider et al., 2012, inter alia). I saw an opportunity
to connect the MWE identification and supersense tagging tasks, introducing a unified dataset and model
(Schneider and Smith, 2015) and organizing a SemEval challenge competition in which a number of teams
built their own systems (Schneider et al., 2016).

After working on supersense disambiguation for nouns and verbs, I became fascinated with the ambigu-
ity of prepositions. Though they do not contribute semantic content, prepositions can be key signals of the
semantic relation that holds between two other words in the sentence: for example, “a dog with a hat” is a
relation between an entity and some characteristic or part of that entity (in this case, an article of clothing).
Yet this is different from the relations in “dining with friends”, “dining with chopsticks”, or “dining with
style”. Since 2014, joined principally by Jena Hwang (Allen Institute for AI) and Vivek Srikumar (Univer-
sity of Utah) along with many other collaborators, I have been spearheading an effort to make sense of the
lexical semantics of such connectives by defining supersense categories for the relevant semantic relations
and annotating corpora in English and other languages. Our framework is called the Semantic Network
of Adposition and Case Supersenses (SNACS). It is a comprehensive approach—all types and tokens of
adpositions are annotated in a corpus, including rare and nonprototypical usages. Schneider et al. (2018)
presents the main approach and English datasets/disambiguation classifiers; we have also written an ex-
tensive annotation manual (Schneider et al., 2020). SNACS is probably the most comprehensive unified
analysis of preposition meanings to date, with respect to coarse-grained disambiguation; and it employs
a novel two-layer annotation scheme (which we call the construal analysis) to capture richer generaliza-
tions. Members of my lab have picked up numerous research threads relating to possessives (Blodgett and
Schneider, 2018), crowdsourcing annotations (Gessler et al., 2020), and integration with other meaning rep-
resentations (Prange et al., 2019). As part of an NSF-supported collaboration, my lab annotated prepositions
in a corpus of Reddit posts by nonnative English speakers, which will support the study of crosslinguistic in-
fluences (Kranzlein et al., 2020). Most ambitiously, I have worked with many collaborators to adapt SNACS
to corpora in other languages.2 This multilingual annotation has targeted translations of The Little Prince,
and with this parallel corpus we are now in a position to examine crosslinguistic similarities/differences
in adposition use in systematic fashion. We have also developed a website called Xposition for browsing
adpositions and their meanings in multiple languages (Gessler et al., 2022).3

An integral part of the development of the aforementioned approaches to lexical semantic analysis is the
STREUSLE corpus of annotated English web reviews,4 which I maintain as the annotation policies evolve.

In addition to continuing to expand and refine SNACS as an annotation framework, it opens up possibil-
1I continue to be interested in improving both our linguistic conceptualization and algorithms for identifying MWEs (more

recent contributions in Qu et al., 2015; Walsh et al., 2018; Liu et al., 2021).
2In addition to English, we have also made significant progress for adpositions/case in 4 languages and counting: Mandarin

Chinese (Peng et al., 2020), Korean (Hwang et al., 2020), Hindi (Arora et al., 2022), and German (Prange and Schneider, 2021).
3http://xposition.org
4https://github.com/nert-nlp/streusle
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ities for answering new research questions. A recent collaboration (with the University of Utah and HUJI)
examined learned embedding representations of prepositions in the BERT language model. The question
was whether BERT representations approximate semantic senses for prepositions and other highly ambigu-
ous words. We developed new techniques to explore the embedding space as a more direct alternative to
training probing classifiers (Karidi et al., 2021).

2 Structured Meaning Representations

Moving beyond the word level, computational linguists have developed a number of different symbolic for-
malizations of sentence-level meaning, including logic-based approaches and graph-based approaches.5 My
research on structured meaning representation design and parsing has targeted 3 graph-based frameworks:
Abstract Meaning Representation (AMR), frame semantics in FrameNet, and Universal Conceptual Cogni-
tive Annotation (UCCA). All of these capture some notion of predicate-argument structure as well as other
kinds of semantic relations within sentences. They aim for broad coverage of within-sentence semantic
relations in general-purpose text (as opposed to just annotating roles of verbs, for example).

I take the perspective that meaning is rich and multifaceted, and it is not practical to capture every
detail of meaning in a single representation. Rather, each meaning representation reflects design tradeoffs
and will be more or less appropriate for certain goals (ease of annotation and accurate parsing; different
kinds of generalizations or applications; monolingual vs. multilingual, etc.). In my view it is important to
consider what different representations bring to the table, how they relate to one another, and how they can
be improved.

I have promoted AMR, FrameNet, and UCCA in the research community not only through specific re-
search publications, but also with tutorials about meaning representation and parsing with these frameworks
(Schneider et al., 2015; Baker et al., 2015; Abend et al., 2020a).

AMR. Beginning in 2012 I was part of the team that designed AMR for large-scale corpus annotation
(Banarescu et al., 2013, 2015; Bonial et al., 2018). AMR combines several aspects of within-sentence
meaning, including predicate-argument structure, named entity recognition, and coreference. While AMR
makes some compromises relative to formal logic, it does so for practicality: it is simple enough for human
annotators to apply it to a large volume of text—over 60,000 English sentences have been annotated from
scratch.

This large resource has facilitated many parallel research threads, among them parsing (sentence-to-
graph), generation (graph-to-sentence), applications such as summarization and human-robot dialogue, au-
tomata theory for graphs, and efforts to improve the sophistication of the representation, and to adapt it to
other languages. To date, our AMR Bibliography documents 180+ scientific publications that use AMR,
including several Ph.D. dissertations. Two of my own advisees completed AMR-based dissertations: Emma
Manning on the evaluation of AMR-to-text generation systems (e.g., Manning et al., 2020; Manning and
Schneider, 2021), and Austin Blodgett on linguistically-motivated characterizations of AMR composition-
ality and parsing (e.g., Blodgett and Schneider, 2019).

To highlight one technical challenge: The English AMR annotators provided an entire graph given an
entire sentence, without specifying alignments between particular words and units of the graph. This is a
source of difficulty for parsers and other algorithms that rely on some notion of a compositional derivation.
I have worked on linguistically-motivated approaches to annotating and extracting alignments, first using
dependency syntax (Szubert et al., 2018), and more recently with simpler structures that can be induced well

5Work in this vein can be found, for example, at the Designing Meaning Representations workshop series (Xue et al., 2019, 2020)
and the Meaning Representation Parsing shared tasks (Oepen et al., 2019, 2020). Distributional approaches to text representation,
such as in neural language models, have proved indispensible for accurate broad-coverage parsing. Using symbolic representations
designed by linguists to better understand these “black-box” neural models is an important complementary research direction.
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automatically (Blodgett and Schneider, 2021). We hope to develop new AMR parsers that take advantage
of high-quality explicit alignments for accurate and interpretable performance.

Efforts are also ongoing to improve the amount of detail captured by AMR. For example, I was in-
volved in a project led by former Ph.D. student Lucia Donatelli that proposed augmenting AMR with tense
and aspect semantics, elements of grammatical meaning that were not included in the original annotations
(Donatelli et al., 2018). In another recent collaboration, I contributed to the design of DocAMR, which
represents aspects of meaning that cross sentence boundaries (Naseem et al., 2022). Finally, my current
Ph.D. student Shira Wein is advancing AMR as a cross-lingual representation, for example as a tool for
studying translation divergence (Wein and Schneider, 2021).

Frame-Semantic Parsing. FrameNet is a lexicographic resource instantiating Fillmore’s theory of frame
semantics for a large swath of the vocabulary of English (e.g., Fillmore and Baker, 2009). The analysis
of frame-evoking terms and labeling their semantic roles was framed as a full-sentence structured analysis
problem (Baker et al., 2007). I and others developed a body of work on probabilistic structured prediction
models, including a system called SEMAFOR, for this challenging task (Das et al., 2010, 2014; Kshirsagar
et al., 2015). This topic has seen continued research, and I think stands to benefit further from some of the
recent findings for other structured linguistic representations.

UCCA. The UCCA framework (Abend and Rappoport, 2013) takes a typologically-grounded approach to
semantic annotation, placing a premium on crosslinguistic stability: that is, parallel sentences convey similar
meanings by virtue of being translations, and should therefore have similar semantic structures despite mor-
phosyntactic divergences (e.g., Sulem et al., 2015). The basic UCCA annotations are coarser-grained than
AMR or FrameNet, and do not require a predicate lexicon or explicit mapping to syntax. These properties
make UCCA an attractive framework for comparing different languages’ strategies for realizing semantic
relations in grammar.

Lead UCCA creator Omri Abend (HUJI) and I obtained grant funding to collaborate on meaning repre-
sentation design, annotation, and parsing. After teaching UCCA annotation in my semantic representation
course, I helped with a significant revision of the annotation guidelines (Abend et al., 2020b). Using the im-
proved annotations, we sought to determine to what extent the structures captured in UCCA are essentially
notational variants of existing information in syntactic and lexical semantic annotations. I implemented a
rule-based converter to transform the lexical and syntactic annotations in the STREUSLE corpus (§1) into
UCCA graphs. This performed surprisingly well—on par with state-of-the-art statistical UCCA parsers—
and examining the output revealed systematic similarities and differences between what is captured in the
different representations (Hershcovich et al., 2020). Finally, with a view toward enhancing UCCA’s rep-
resentation of predicate-argument relations by adding general-purpose semantic roles, my student Jakob
Prange led an effort establishing that SNACS supersenses (§1) can be integrated within UCCA structures.
A comparison of several joint and multitask neural architectures showed that the structure-parsing task and
role-labeling task can support one another (Prange et al., 2019).

In the future I anticipate delving into crosslinguistic questions using the UCCA framework. UCCA-
annotated corpora exist for several languages, some of which also have SNACS resources. In addition, the
UCCA team has explored applications to learner language, compatible with my lab’s growing interest in
nonnative language and crosslinguistic influences.

3 Syntactic Parsing: New Genres and Long Tails

Syntactic parsing can make the grammatical basis of semantic relationships and compositionality more ex-
plicit. One of the biggest problems in syntactic parsing is that statistical models tend to be overspecialized
for the genres they are trained on: even a highly accurate parser trained on well-edited Wall Street Journal
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articles from 1989 will be flummoxed when presented with the styles of English found on social media. To
adapt parsers to new domains, we need hand-annotated corpora for those domains. One line of work in this
area has been the development of corpora and tools for part-of-speech tagging and dependency parsing of
Twitter, a particularly challenging genre (Gimpel et al., 2011; Owoputi et al., 2013; Schneider et al., 2013;
Kong et al., 2014; Liu et al., 2018). In another project (with collaborators at Edinburgh and HUJI; journal
submission in preparation), I contributed to a corpus of child-directed utterances in the Universal Depen-
dencies (UD) framework. This project demonstrates that the syntactic annotations can be automatically
converted to semantic representations conducive to computational modeling of child language acquisition.
In connection with this effort and the STREUSLE corpus (§1), I help maintain the UD English corpora and
guidelines, frequently contributing corrections and clarifications to this important community resource—and
in so doing, uncover inconsistencies requiring adjustments to the theory (Schneider and Zeldes, 2021).

Also in the realm of syntax, I am particularly excited about work concerning the long tail of syntactic
behavior. My advisee Jakob Prange recently led a project that advanced the state of the art for constructive
supertagging in the Combinatory Categorial Grammar (CCG) framework. CCG supertags6 are complex
lexicosyntactic labels, internally structured as trees. Many of the complex supertags are extremely rare, and
a standard approach until recently was to give up on them and only model the ones seen a certain number of
times in the training data. We show that explicitly tree-structured neural models are able to generalize better
to rare and unseen supertags by predicting the component pieces (Prange et al., 2021). In ongoing work,
we are looking at ways to improve the conditioning in the model and to additionally predict coindexation
needed for semantic analysis.

Using Jakob’s tagger, I worked with another one of my advisees, Michael Kranzlein, to study model-
ing of confidence calibration in the long tail (Kranzlein et al., 2021). Confidence calibration refers to the
reliability of probability estimates produced by a model (i.e., whether the model is usually correct when as-
signs high probability to an output). In general, good calibration is desirable for a machine learning system
because it means the probabilities can gives users insights into the system’s behavior. However, previous
studies of calibration have not considered tasks with large numbers of rare tags. We have developed a
technique that can be used to evaluate calibration both for high-frequency and low-frequency tags, and to
adjust the model’s probabilities to be better calibrated across the frequency spectrum. Our experiments in-
dicate the technique is successful for evaluations on in-domain data, and I am looking forward to evaluating
out-of-domain calibration as well.

4 Outlook

Even as efforts in disambiguation, tagging, and parsing continue, I have in mind the following future direc-
tions:

Toward richer models of meaning. A well-worn narrative articulates the goal of computational semantics
as freeing a pure form of information from its messy presentation in language. This can be a useful way to
think about some practical NLP problems, but it fails to appreciate the richness of meaning conveyed through
linguistic communication. In (Trott et al., 2020) we challenged the field to enagage with a richer notion of
meaning that emerges from a dynamic process of construal, such that subtle differences in linguistic form
may give rise to differences in understanding (even with equivalent information content). We summarized
several dimensions by which linguistic choices help a speaker paint a meaning for a listener to conceptualize,
above and beyond simply transferring information or characterizing conditions of truth. For example: as
my coauthors and I argued in (Rohde et al., 2018), there are passages where multiple semantic relations
simultaneously hold between two elements, but a connective word makes explicit only one of the relations.

6Not to be confused with supersense tags.
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This may invite a construal in which the explicit relation is more salient than the implicit relation. I believe
that this expanded view of meaning is urgently relevant in the current climate of NLU evaluation, and that it
opens up a research program of empirically investigating the aforementioned construal dimensions.

Toward neuro-symbolic language models. There is further opportunity to leverage existing symbolic
representations of structure and meaning (such as the syntactic and semantic graph frameworks discussed
above). In recent work we showed that the linguistic graphs can be integrated into a neural language model
alongside parameters from large-scale pretraining, with promising results (Prange et al., 2022).

Better NLP algorithms for corpus linguists. I am also eager to consider NLU application settings where
the nature of the language itself—and not merely the information it encodes—is a matter of interest. One
of these naturally arises in corpus linguistics: corpus studies of a non-superficial linguistic phenomenon,
such as syntactic or semantic structure, could benefit from better algorithms. For example, well-calibrated
confidence scores could help linguists to compensate for parser errors when retrieving examples from a
corpus. As another example, I am worked with Ph.D. student Luke Gessler to investigate whether language
models such as BERT can be used to retrieve, without supervision, rare senses of frequent words (e.g.,
the sense of “in” exhibited in “We have an excellent recruit in Beetle Bailey”—quite distinct from its vastly
more frequent senses!). The results were strong, suggesting that we are opening the door to a new generation
of semantic search tools for linguists (Gessler and Schneider, 2021).

NLP for legal language. Another area where the details of language matter is in the law, where linguistic
interpretation is crucial, and court cases document judicial arguments about contested linguistic interpre-
tations (of clauses in the U.S. Constitution, for example). Can we detect elements of judicial linguistic
interpretation at scale? Can NLU technology be developed to assist humans drafting or interpreting legal
language, e.g., by pointing out ambiguous wording or surfacing useful evidence from corpora? These are
topics of ongoing work.
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