The PARSEME Shared Task on Automatic Identification of Verbal Multiword Expressions (1.1)
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A multilingual shared task on MWE identification

What is MWE identification?
- INPUT: text
- OUTPUT: text annotated with MWEs
- PARSEME shared task – edition 1.0 in 2017
Why focus on verbal MWEs (VMWEs)?

- Discontinuity:
  
  **English** *turn the TV off*

- Variability: morphological, syntactic, lexical
  
  **English** *we made decisions* vs. *the decision was hard to make*

- Non-categorical nature:
  
  - Same surface, different syntax
    
    **English** *take on the task* (VPC.full) vs. *to sit on the chair*
  
  - Same syntax, different category
    
    **English** *to make a mistake* (LVC.full)
    
    **English** *to make a meal* of sth (VID)

- Ambiguity: idiomatic vs. literal readings
  
  **English** *to take the cake*
Why focus on verbal MWEs (VMWEs)? II

• Overlaps:
  • Factorization
    
    EN *take a walk and then a long shower* (coordination)
  • Nesting
    open slots: EN *take the fact that I gave up into account*
    lexicalized components: EN *let the cat out of the bag*
• Multiword tokens
  
  ES *abstener/se* (lit. *abstain self*) 'abstain'
  DE *auf/machen* (lit. *out/make*) 'open'
• Different languages ⇒ different behavior, linguistic traditions...
PARSEME shared task 1.0 at a glance

- Multilingual guidelines with examples
- Annotation methodology and teams (PARSEME)
- Corpora in 18 languages under free licenses
- Train/test corpora with 52724/9494 VMWEs
- New evaluation measures (MWE-/Token-based)
- 7 participating systems
Enhanced guidelines

- Discussion via Gitlab issues
- Main definitions remain:
  - Words and tokens
  - Lexicalized components and open slots
  - Canonical forms
- Generic decision tree based on structural tests
**Decision tree**

1. **Apply test S.1** - [1HEAD: Unique verb as functional syntactic head of the whole?]
   - **NO** ⇒ Apply the VID-specific tests ⇒ VID tests positive?
     - **YES** ⇒ Annotate as a VMWE of category VID
     - **NO** ⇒ It is not a VMWE, exit
   - **YES** ⇒ Apply test S.2 - [1DEP: Verb $v$ has exactly one lexicalized dependent $d$?]
     - **NO** ⇒ Apply the VID-specific tests ⇒ VID tests positive?
       - **YES** ⇒ Annotate as a VMWE of category VID
       - **NO** ⇒ It is not a VMWE, exit
     - **YES** ⇒ Apply test S.3 - [LEX-SUBJ: Lexicalized subject?]
       - **YES** ⇒ Apply the VID-specific tests ⇒ VID tests positive?
         - **YES** ⇒ Annotate as a VMWE of category VID
         - **NO** ⇒ It is not a VMWE, exit
       - **NO** ⇒ Apply test S.4 - [CATEG: What is the morphosyntactic category of $d$?]
         - Reflexive clitic ⇒ Apply IRV-specific tests ⇒ IRV tests positive?
           - **YES** ⇒ Annotate as a VMWE of category IRV
           - **NO** ⇒ It is not a VMWE, exit
         - Particle ⇒ Apply VPC-specific tests ⇒ VPC tests positive?
           - **YES** ⇒ Annotate as a VMWE of category VPC.full or VPC.semi
           - **NO** ⇒ It is not a VMWE, exit
         - Verb with no lexicalized dependent ⇒ Apply MVC-specific tests ⇒ MVC tests positive?
           - **YES** ⇒ Annotate as a VMWE of category MVC
           - **NO** ⇒ Apply the VID-specific tests ⇒ VID tests positive?
             - **YES** ⇒ Annotate as a VMWE of category VID
             - **NO** ⇒ It is not a VMWE, exit
           - Extended NP ⇒ Apply LVC-specific decision tree ⇒ LVC tests positive?
             - **YES** ⇒ Annotate as a VMWE of category LVC
             - **NO** ⇒ Apply the VID-specific tests ⇒ VID tests positive?
               - **YES** ⇒ Annotate as a VMWE of category VID
               - **NO** ⇒ It is not a VMWE, exit
             - Another category ⇒ Apply the VID-specific tests ⇒ VID tests positive?
               - **YES** ⇒ Annotate as a VMWE of category VID
               - **NO** ⇒ It is not a VMWE, exit
VMWE typology I

Universal categories (all languages)

- verbal idioms (VID)
  - EN *to call it a day*

- light-verb constructions (LVCs)
  - EN *to give a lecture* (LVC.full)
  - EN *to grant rights* (LVC.cause)
Quasi-universal categories (many languages)

- inherently reflexive verbs (IRVs)
  - **EN** *to help oneself* ‘to take something freely’

- verb-particle constructions (VPCs)
  - **EN** *to do in* ‘to kill’ (VPC.full)
  - **EN** *to eat up* (VPC.semi)

- multi-verb constructions (MVCs)
  - **HI** *kar le-na* (lit. *do take.INF*) ‘to do something (for one’s own benefit)’
VMWE typology III

Optional/language-specific categories

- inherently clitic verbs (LS.ICV)
  - **IT** *prendere* (lit. *take it*) 'get beaten up'
- inherently adpositional verbs (IAV)
  - **EN** *to rely on*

Require more work to be generalized/stabilized
20 languages

Language groups

- **Balto-Slavic**: Bulgarian (BG), Croatian (HR), Lithuanian (LT), Polish (PL), Slovene (SL), Czech (CZ)
- **Germanic**: German (DE), English (EN), Swedish (SV)
- **Romance**: French (FR), Italian (IT), Romanian (RO), Spanish (ES), Brazilian Portuguese (PT)
- **Others**: Arabic (AR), Greek (EL), Basque (EU), Farsi (FA), Hebrew (HE), Hindi (HI), Hungarian (HU), Turkish (TR), Maltese (MT)
### Corpora

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Sent.</th>
<th>Tokens</th>
<th>VMWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>208,420</td>
<td>4,553,431</td>
<td>59,460</td>
</tr>
<tr>
<td>dev</td>
<td>31,947</td>
<td>672,102</td>
<td>9,250</td>
</tr>
<tr>
<td>test</td>
<td>40,471</td>
<td>846,798</td>
<td>10,616</td>
</tr>
<tr>
<td>total</td>
<td>280,838</td>
<td>6,072,331</td>
<td>79,326</td>
</tr>
</tbody>
</table>

- Varying corpus sizes per language
- No dev in EN, HI and LT
- New rules for train/dev/test split
- Morphological/syntactic information (mostly UD)

### Availability
- 19 corpora released under **Creative Commons** licenses
<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>PUNCT</td>
<td>_</td>
<td>_</td>
<td>4</td>
<td>punct</td>
<td>_</td>
<td>_</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>si</td>
<td>si</td>
<td>SCONJ</td>
<td>_</td>
<td>_</td>
<td>4</td>
<td>mark</td>
<td>_</td>
<td>_</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>vous</td>
<td>il</td>
<td>PRON</td>
<td>_</td>
<td>_</td>
<td>4</td>
<td>nsubj</td>
<td>_</td>
<td>_</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>présentez</td>
<td>présenter</td>
<td>VERB</td>
<td>_</td>
<td>_</td>
<td>0</td>
<td>root</td>
<td>_</td>
<td>_</td>
<td>1:LVC.full</td>
</tr>
<tr>
<td>5</td>
<td>ou</td>
<td>ou</td>
<td>CCONJ</td>
<td>_</td>
<td>_</td>
<td>8</td>
<td>cc</td>
<td>_</td>
<td>_</td>
<td>*</td>
</tr>
<tr>
<td>6</td>
<td>avez</td>
<td>avoir</td>
<td>AUX</td>
<td>_</td>
<td>_</td>
<td>8</td>
<td>aux</td>
<td>_</td>
<td>_</td>
<td>*</td>
</tr>
<tr>
<td>7</td>
<td>récemment</td>
<td>récemment</td>
<td>ADV</td>
<td>_</td>
<td>_</td>
<td>8</td>
<td>advmod</td>
<td>_</td>
<td>_</td>
<td>*</td>
</tr>
<tr>
<td>8</td>
<td>présenté</td>
<td>présenter</td>
<td>VERB</td>
<td>_</td>
<td>_</td>
<td>4</td>
<td>conj</td>
<td>_</td>
<td>_</td>
<td>2:LVC.full</td>
</tr>
<tr>
<td>9</td>
<td>un</td>
<td>un</td>
<td>DET</td>
<td>_</td>
<td>_</td>
<td>10</td>
<td>det</td>
<td>_</td>
<td>_</td>
<td>*</td>
</tr>
<tr>
<td>10</td>
<td>saignement</td>
<td>saignement</td>
<td>NOUN</td>
<td>_</td>
<td>_</td>
<td>4</td>
<td>obj</td>
<td>_</td>
<td>_</td>
<td>1;2</td>
</tr>
</tbody>
</table>

**CUPT: extension of the CoNLL-U format**
Corpus quality

- Single-annotated for most languages
- Consistency checks for 19 languages
- Inter-annotator agreement on a sample
  - Around 150 to 2,500 sentences
  - Identification IAA: $0.227 \leq \kappa_{\text{span}} \leq 0.984$
  - Categorization IAA: $0.573 \leq \kappa_{\text{cat}} \leq 1.000$
  - Macro-average higher than edition 1.0
    - $\kappa_{\text{span}} = 0.58 \rightarrow \kappa_{\text{span}} = 0.691$
    - $\kappa_{\text{cat}} = 0.819 \rightarrow \kappa_{\text{cat}} = 0.836$
Shared task

Goal
Automatically identify all VMWE occurrences in running text.

Two tracks
- **Closed**: only use the provided training/dev data
- **Open**: use the provided data + any external resource
  - corpora, lexicons, grammars, language models, ...

Evaluation
- Based on **identification** only
- Categorization quality is reported on but not ranked
Evaluation measures (as in edition 1.0)

Per-language system evaluation
- Compare prediction and gold standard
- Precision, recall and F1-measure

MWE-based scores
Only predictions with the **perfect span** are considered to match

Token-based scores
- Allows **partial matches**
- We consider all partial bijections from gold to system VMWEs
- The partial bijection **maximizing the system score** is chosen
Evaluation measures (new in edition 1.1)

Cross-lingual macro-averages

- Token-based and MWE-based scores
- Phenomenon-specific scores
  - MWE-based P/R/F1 for a subset of prediction & gold standard
  - Only VMWEs that represent a given phenomenon
    - Continuous vs. discontinuous
    - Multi-token vs. single-token
    - Seen vs. unseen (wrt. training corpus)
    - Identical vs. variants (wrt. training corpus)
Submitted systems

- 12 teams (vs. 7 in edition 1.0)
  - From France (3), Germany (3), Ireland (1), Italy (1), Romania (1), Switzerland (1), Turkey (1), UK (1)

- 17 system submissions
  - 13 closed track + 4 open track
  - 16/17 submissions cover 3 or more languages
  - 11/17 submissions cover 19 languages
## Techniques

<table>
<thead>
<tr>
<th>Neural networks</th>
<th>Parsing</th>
<th>CRF</th>
<th>Stat. measures</th>
<th>Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep-BGT</td>
<td>Milos</td>
<td>CRF-DepTreecateg</td>
<td>Polirem</td>
<td>varIDE</td>
</tr>
<tr>
<td>GBD-NER</td>
<td>MWETreeC</td>
<td>CRF-Seq-noncateg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mumpitz</td>
<td>TRAVERSAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRAPACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veyn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Some results (more online)

- Average MWE-based scores

<table>
<thead>
<tr>
<th>submission</th>
<th>track</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRAVERSAL</td>
<td>closed</td>
<td>67.58</td>
<td>44.97</td>
<td>54.00</td>
</tr>
<tr>
<td>TRAPACC-S</td>
<td>closed</td>
<td>62.28</td>
<td>41.40</td>
<td>49.74</td>
</tr>
<tr>
<td>TRAPACC</td>
<td>closed</td>
<td>55.68</td>
<td>44.67</td>
<td>49.57</td>
</tr>
<tr>
<td>CRF-Seq-nocategs</td>
<td>closed</td>
<td>56.13</td>
<td>39.12</td>
<td>46.11</td>
</tr>
<tr>
<td>SHOMA</td>
<td>open</td>
<td>66.08</td>
<td>51.82</td>
<td>58.09</td>
</tr>
</tbody>
</table>

- System strengths:
  - TRAVERSAL: Slavic and Romance languages
  - TRAPACC: German and English
  - CRF-Seq-nocategs: Hindi
Some results (more online) II

Languages

- “Easiest” languages: Hungarian (F1=90.31) and Romanian (F1=85.28) ⇒ largest training corpora
- “Hardest” languages: Hebrew (F1=23.28), English (F1=32.88) and Lithuanian (F1=32.17) ⇒ smallest training corpora
- Outlier: Hindi (F1=72.98) ⇒ MVCs are “easy”

Phenomenon-specific scores

- Discontinuous, variant and unseen VMWEs are much harder
- Variants: average recall, high precision (R_{max}=.56, P_{max}=.86)
- Unseen: low recall and precision (R_{max}=.38, P_{max}=.32)
Conclusions

- Benchmark results
- Outcomes: freely available guidelines, corpora
- 12 teams, 17 submissions, all are multilingual
- There is room for improvement
- Findings:
  - Inherently lexical nature of the phenomenon
  - Unseen VMWEs are harder to generalize over than other unseen entities (e.g. NEs)
  - VMWE identification and discovery should go hand-in-hand
Future work

- Continuous enhancement of guidelines and corpora (quality, size)
  - IAV feedback and status
  - New languages and language families
- Future shared task editions
  - New MWE categories (e.g. nominal)
  - Joint MWE identification and parsing or NER
- Synergies with other multilingual initiatives (e.g. UD)
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