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T O P I C S  F O R  T O D AY

• Modes of Search 

• What is Information Retrieval 

• Search vs. Evaluation 

• Vector Space Model (VSM) 

• Dynamic Search
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W H AT  I S  S E A R C H ?
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L E T ’ S  P R A C T I C E  S O M E T H I N G  
Y O U  D O  E V E RY  D AY…  
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E X E R C I S E

• Find what city and state Dulles airport is in, what 
shuttles ride-sharing vans and taxi cabs connect 
the airport to other cities, what hotels are close to 
the airport, what are some cheap off-airport 
parking, and what are the metro stops close to the 
Dulles airport.
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H O W  D O  Y O U  S E A R C H ?
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– G A R Y  M A R C H I O N I N I ,  1 9 8 9

“(Search)/Information-seeking is a special case of 
problem solving. It includes recognizing and 

interpreting the information problem, establishing a 
plan of search, conducting the search, evaluating the 

results, and if necessary, iterating through the 
process again.” 
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S E A R C H  I S  A L S O  K N O W N  A S  
I N F O R M AT I O N  S E E K I N G



T W O  M O D E S  O F  S E A R C H

8



1 .  S E A R C H  B Y  Q U E RY
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S E A R C H  B Y  Q U E RY

• The user issues a textual query 

• types the query in a search box 

• After examining the search results, the user  

• either stops the search 

• or modifies the query to start another ad-hoc search
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• … it is like testing the water …
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E.g. Find what city and state Dulles airport is in, what shuttles ride-sharing vans 
and taxi cabs connect the airport to other cities, what hotels are close to the 
airport, what are some cheap off-airport parking, and what are the metro stops 
close to the Dulles airport.

Information 
need

User

Search 
Engine
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Dynamic Information Retrieval Modeling Tutorial 2014�13



Dynamic Information Retrieval Modeling Tutorial 2014

Age of Empire

�14



2 .  S E A R C H  B Y  B R O W S I N G
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S E A R C H  B Y  B R O W S I N G

• The system can provide the searcher with structure 
that overviews/characterizes the available information 

• The searcher (user) browses or navigate the organized 
information, by selecting links or categories that 
produce pre-defined groups of information items.  

• Browsing involves following a chain of links, switching 
from one view to another, in a sequence of scan and 
select operations. 
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• … but you are still using browsing … 
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Q U E RY I N G  V S .  B R O W S I N G

• Search queries tend to produce new, ad hoc 
collections of information that have not been 
gathered together before  

• Browsing tend to be casual, mainly undirected 
exploration of navigation structures
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W H AT  I S  I N F O R M AT I O N  
R E T R I E VA L ?
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I N F O R M AT I O N  R E T R I E VA L  ( I R )

• A Computer Science Discipline studies search and provides 
solutions to it 

• It involves a wide range of research areas and disciplines 

• psychology,  

• human-computer interactions,  

• math and statistics,  

• natural language understanding,  

• machine learning,  

• big data infrastructures,   

• distributed systems, …
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IR handles Unstructured data
● Typically refers to free text 
● Allows 
● Keyword queries including operators 
● More sophisticated “concept” queries, e.g., 
● find all web pages dealing with drug abuse
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Databases handles structured data
Employee Manager Salary

Smith Jones 50000

Chang Smith 60000

50000Ivy Smith



T H E  M O S T  P O P U L A R  I R  TA S K

• User issues a query  

• Search engine returns a list of documents 

• in descending order of relevance 

• It is to find relevant documents for the query 

• not to find answers - that is question answering  

• Sometimes also known as “ad-hoc retrieval”

25

Document Retrieval
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Query

Search Results: 
a ranked list of 

documents



Document Retrieval Process
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Corpus

Query 
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Document 
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Need
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Retrieval Results
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Terminology
● Query: text to represent an information need 
● Document: a returned item in the index 
● Term/token: a word, a phrase, an index unit 
● Vocabulary: set of the unique tokens 
● Corpus/Text collection 
● Index/database: index built for a corpus 
● Relevance feedback: judgment from human 
● Evaluation Metrics: how good is a search system? 
● Precision, Recall, F1
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Document Retrieval Process
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From Information Need to Query

TASK

 Info Need 

Query  

 Verbal form

Get rid of mice in a 
politically correct way

Info about removing mice 
without killing them 

 How do I trap mice alive?

mouse trap
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Document Retrieval Process
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Term-Document Matrix 

Antony and Cleopatra Julius Caesar The Tempest Hamlet Othello Macbeth

Antony 1 1 0 0 0 1

Brutus 1 1 0 1 0 0

Caesar 1 1 0 1 1 1

Calpurnia 0 1 0 0 0 0

Cleopatra 1 0 0 0 0 0

mercy 1 0 1 1 1 1

worser 1 0 1 1 1 0

1 if document contains term, 
0 otherwise

Sec. 1.1
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Tokenizer

Tokens Friends Romans Countrymen

Inverted index construction

Linguistic modules

Normalized tokens
friend roman countryman

Indexer

Inverted index

friend

roman

countryman

2 4

2

13 16

1

Documents to 
be indexed

Friends, Romans, countrymen.

Sec. 1.2
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An Index
● Sequence of (Normalized token, Document ID) pairs.

I did enact Julius 
Caesar I was killed  

i' the Capitol;  
Brutus killed me.

Doc 1

So let it be with 
Caesar. The noble 

Brutus hath told you 
Caesar was ambitious

Doc 2

Sec. 1.2
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Document Retrieval Process
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Boolean Retrieval
● The Boolean retrieval model is being able to ask a 

query that is a Boolean expression: 
● Boolean Queries use AND, OR and NOT to join query 

terms 
● Views each document as a set of words 
● Exact match: document matches condition or not. 

● Perhaps the simplest model to build an IR system on 
● Primary commercial retrieval tool for 3 decades.  
● Many search systems are still using Boolean 
● e.g. doctors and lawyers write very long and 

complex queries with boolean operators
36

Sec. 1.3



Ranked Retrieval
● Boolean queries only give inclusion or 

exclusion of docs, not rankings 
● Often we want to rank results 
● from the most relevant to the least relevant 
● Users are lazy 
● maybe only look at the first 10 results  

● A good ranking is important
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Document Retrieval Process
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H O W  T O  J U D G E  R E L E VA N C E

• If a document (a result) can satisfy my information 
need 

• If a document contains the answer to my query
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S E A R C H  V S .  I R  E VA L U AT I O N

• It is true that our understanding of what is a relevant document 
will help develop both search algorithms and evaluation 
methods 

• However, they are two independent processes 
• Search systems:  

• automated search engines analyze queries and documents 
then return the documents that search engines think that 
you might think they are relevant  

• Evaluation:  
• manual methods to judge whether the results retuned by a 

search engine are relevant;  
• usually evaluated in batch
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IR Evaluation metrics
● Precision 
● Correctly returned results / returned results 
● How good the returned ones are? 

● Recall 
● Correctly returned results / all correct results 
● How many good ones can you find? 

● NDCG 
● Normalized Discounted Cumulated Gain 
● Graded ratings to the results: Good, better, best 
● Popular for Web Search  

● AB Test 
● side by side test to compare two lists of search results
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How to find the relevant 
documents for a query?

• By keyword matching 
• boolean models 

• By similarity 
• vector space model 

• By imaging how to write out a query 
• how likely a query is written with this document in mind 
• generate with some randomness 
• query generation language model 

• By trusting how other people think about the documents /web 
pages 
• link-based methods, pagerank, hits
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Vector Space Model
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Vector Space Model

• Treat query as a tiny document 

• Represent both query and documents as word vectors 
in a word space 

• Rank documents according to their proximity to the 
query in the space of words

Sec. 6.3
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Represent Documents in a Space of 
Word Vectors

Sec. 6.3

Suppose the corpus only has two 
words: ’Jealous’ and ‘Gossip’ 

They form a space of “Jealous” 
and “Gossip”

d1: gossip gossip jealous 
gossip gossip gossip gossip  
gossip gossip gossip gossip

d2: gossip gossip jealous 
gossip gossip gossip gossip  
gossip gossip gossip jealous  
jealous jealous jealous jealous 
jealous jealous gossip jealous

d3: jealous gossip jealous 
jealous jealous jealous jealous  
jealous jealous jealous jealous

q: gossip gossip jealous 
gossip gossip gossip gossip  
gossip jealous jealous  
jealous jealous



Calculate the Query-
Document Similarity
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Formalizing vector space proximity

• First cut: distance between the end points of the two 
vectors? 

       

                            How to do it? 

Sec. 6.3
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Euclidean Distance
• In mathematics, the Euclidean distance or 

Euclidean metric is the "ordinary" (i.e. straight-line) 
distance between two points in Euclidean space. 

• If if p = (p1, p2,..., pn) and q = (q1, q2,..., qn) are 
two points in the Euclidean space, their Euclidean 
distance is 
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In a space of ‘Jealous’ and ‘Gossip’

Sec. 6.3

d1: gossip gossip jealous 
gossip gossip gossip gossip  
gossip gossip gossip gossip

d2: gossip gossip jealous 
gossip gossip gossip gossip  
gossip gossip gossip jealous  
jealous jealous jealous jealous 
jealous jealous gossip jealous

d3: jealous gossip jealous 
jealous jealous jealous jealous  
jealous jealous jealous jealous

q: gossip gossip jealous 
gossip gossip gossip gossip  
gossip jealous jealous  
jealous jealous

Here, if you look at the content (or 
we say the word distributions) of 

each document, d2 is actually the 
most similar document to q 

However, d2 produces a bigger 
distance score to q



In a space of ‘Jealous’ and ‘Gossip’

The Euclidean 
distance between q 

and d2 is large even 
though the 

distribution of terms 
in the query q and 
the distribution of 

terms in the 
document d2 are 

very similar.

Sec. 6.3
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Why Euclidean Distance is A Bad 
Idea for Query-Document Similarity
• Because Euclidean distance is large for vectors 

with different lengths. 

• short query and long documents will be always 
have big Euclidean distance 

• we cannot rank them fairly, as compared with 
others 

• not possible to get a universal ranking 
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• How can we do better? 
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Use angle instead of 
distance

• Key idea: Rank documents according to angle with 
query  

• The angle between similar vectors is small, between 
dissimilar vectors is large. 

• This is exactly what we need to score a query-
document pair. 

• This is equivalent to perform a document length 
normalization

Sec. 6.3
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Cosine similarity illustrated

12
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Cosine Similarity

qi is the tf-idf weight of term i in the query 
di is the tf-idf weight of term i in the document 

cos(q,d) is the cosine similarity of q and d … or, 
equivalently, the cosine of the angle between q and d.

Sec. 6.3
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Exercise
Consider two documents D1, D2 and a query Q 
D1 = (0.5, 0.8, 0.3), D2 = (0.9, 0.4, 0.2), Q = (1.5, 1.0, 0)
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Results
Consider two documents D1, D2 and a query Q 
D1 = (0.5, 0.8, 0.3), D2 = (0.9, 0.4, 0.2), Q = (1.5, 1.0, 0)
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What are the numbers in a 
vector?

• They are term weights

• to indicate the importance of a term in a 
document
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Summary: Vector Space 
Model

• Advantages 
• Simple computational framework for ranking 

documents given a query 
• Any similarity measure or term weighting 

scheme could be used 

• Disadvantages 
• Assumption of term independence
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Evolving IR
●  

!62



Conceptual Model – Static IR

Static IR Interacti
ve IR

Dynamic 
IR

● No feedback
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Conceptual Model – Interactive IR

Static IR Interacti
ve IR

Dynamic 
IR

● Exploit Feedback

!64



Conceptual Model – Dynamic IR

Static IR Interacti
ve IR

Dynamic 
IR

● Explore and exploit Feedback

!65



Dynamic Information Retrieval

Documents 
to explore Information 

need

Observed 
documents

User

Devise a strategy for 
helping the user explore 
the information space in 
order to learn which 
documents are relevant 
and which aren’t, and 
satisfy their information 
need.

!66



Characteristics of Dynamic IR
● Rich interactions 
● Query formulation 
● Document clicks 
● Document examination 
● Eye movement 
● Mouse movements 
● etc.

[Luo et al., IRJ under revision 2014]
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Characteristics of Dynamic IR
● Temporal dependency

clicked documentsquery

D1

ranked documents

q1 C1

D2

q2 C2 ……

…… Dn

qn Cn

I
	
  information	
  need

iteration	
  1 iteration	
  2 iteration	
  n

[Luo et al., IRJ under revision 2014]
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Characteristics of Dynamic IR
●Overall goal 
●Optimize over all iterations for goal 
● IR metric or user satisfaction 

●Optimal policy 

[Luo et al., IRJ under revision 2014]!69



Dynamic Information Retrieval

Dynamic Relevance

Dynamic Users

Dynamic Queries

Dynamic Documents

Dynamic Information Needs

Users change behavior 
over time, user history

Topic Trends, Filtering, 
document content change

User perceived 
relevance changes

Changing query 
definition i.e. ‘Twitter’

Information needs evolve over time

Next 
generation 
Search 
Engine 
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Trial and Error

● q1 – "dulles hotels" 

● q2 – "dulles airport"
● q3 – "dulles airport location" 
● q4 – "dulles metrostop"

!71



What is a Desirable Model for 
Dynamic IR

● Model interactions, which means it needs to have place holders for actions; 
● Model information need hidden behind user queries and other interactions; 
● Set up a reward mechanism to guide the entire search algorithm to adjust its 

retrieval strategies; 

● Represent Markov properties to handle the temporal dependency.

A model in Trial and Error setting will do! 

A Markov Model will do! 

W E  L O O K  I N T O  T H E  FA M I LY  O F  
R E I N F O R C E M E N T  L E A R N I N G  

A L G O R I T H M S .

!72



R E I N F O R C E M E N T  L E A R N I N G

• The 3rd type of Machine Learning Algorithms 

• A computer program interacts with a dynamic environment in 
which it must perform a certain goal (such as driving a 
vehicle), without a teacher/the training data explicitly telling 
it whether it has come close to its goal. 

• Many of them assume a Markov Process
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Markov Process
● Markov Property1 (the “memoryless” property) 
      for a system, its next state depends on its current state. 

Pr(Si+1|Si,…,S0)=Pr(Si+1|Si) 

● Markov Process 
    a stochastic process with Markov property.

e.g.

1A. A. Markov, ‘06 

s0 s1 …… si ……si+1

!74



● Markov Chain 
● Hidden Markov Model 
● Markov Decision Process 
● Partially Observable Markov Decision Process 
● Multi-armed Bandit

Family of Markov Models

!75



● MDP extends MC with actions and rewards1

si– state         ai – action      ri – reward  
pi – transition probability 

p0 p1 p2

Markov Decision Process

……s0 s1

r0

a0

s2

r1

a1

s3

r2

a2

1R. Bellman, ‘57

(S, M, A, R, γ)
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Definition of MDP
● A tuple (S, M, A, R, γ) 
● S :  state space 
● M: transition matrix 
           Ma(s, s') = P(s'|s, a) 
● A:  action space 
● R:  reward function 
           R(s,a) = immediate reward taking action a at state s 
● γ:  discount factor, 0< γ ≤1 

● policy  π 
      π(s) = the action taken at state s 
● Goal is to find an optimal policy π*  maximizing the expected 

total rewards.

!77



Policy

Policy: π(s) = a
According to which, 
select an action a at 
state s.

π(s0) =move right and ups0

π(s1) =move right and ups1

π(s2) = move rights2

[Slide altered from Carlos Guestrin’s ML lecture]!78



Value of Policy
Value: Vπ(s)

Expected long-term 
reward starting from s

Start from s0

s0

R(s0)
π(s0)

Vπ(s0) = E[R(s0) + γ R(s1) + γ2 R(s2) + γ3 R(s3) 
+ γ4 R(s4) + !]

Future rewards  
discounted by γ ∈ [0,1)

[Slide altered from Carlos Guestrin’s ML lecture]!79



Value of Policy
Value: Vπ(s)

Expected long-term 
reward starting from s

Start from s0

s0

R(s0)
π(s0)

Vπ(s0) = E[R(s0) + γ R(s1) + γ2 R(s2) + γ3 R(s3) 
+ γ4 R(s4) + !]

Future rewards  
discounted by γ ∈ [0,1)

s1

R(s1)
   s1’’

 s1’

R(s1’)

R(s1’’)
[Slide altered from Carlos Guestrin’s ML lecture]!80



Value of Policy
Value: Vπ(s)

Expected long-term 
reward starting from s

Start from s0

s0

R(s0)
π(s0)

Vπ(s0) = E[R(s0) + γ R(s1) + γ2 R(s2) + γ3 R(s3) 
+ γ4 R(s4) + !]

Future rewards  
discounted by γ ∈ [0,1)

s1

R(s1)
   s1’’

 s1’

R(s1’)

R(s1’’)

π(s1)

R(s2)

s2

π(s1’)

π(s1’’)

   s2’’

 s2’

R(s2’)

R(s2’’)
[Slide altered from Carlos Guestrin’s ML lecture]!81



Computing the value of a policy

Value function

A possible next stateThe current 
state

!82



Optimality — Bellman Equation
● The Bellman equation1 to MDP is a recursive definition of the 

optimal value function V*(.)
 

● Optimal Policy
 

1R. Bellman, ‘57

state-value function
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Optimality — Bellman Equation
● The Bellman equation can be rewritten as

 

● Optimal Policy

 

action-value function

Relationship 
between V and Q

!84



MDP algorithms 

● Value Iteration 
● Policy Iteration 
● Modified Policy Iteration 
● Prioritized Sweeping 
● Temporal Difference (TD) Learning 
● Q-Learning

Model free 
approaches

Model-based 
approaches

[Bellman, ’57, Howard, ‘60, Puterman and Shin, ‘78, Singh & Sutton, ‘96,  Sutton & Barto, ‘98, Richard 
Sutton, ‘88, Watkins, ‘92]

Solve Bellman 
equation

Optimal  
value V*(s)

Optimal  
policy π*(s)

[Slide altered from Carlos Guestrin’s ML lecture]!85



R E I N F O R C E M E N T  
L E A R N I N G  F O R  D Y N A M I C  I R
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Apply Reinforcement Learning to 
the Search Problem
● We can model IR systems using a Markov Decision Process 
● Is there a temporal component? 
● States – What changes with each time step? 
● Actions – How does your system change the state? 
● Rewards – How do you measure feedback or effectiveness in 

your problem at each time step? 
● Transition Probability – Can you determine this?  
● If not, then model free approach is more suitable

!87



1.pocono mountains pennsylvania  
2.pocono mountains pennsylvania hotels 
3.pocono mountains pennsylvania things to do 
4.pocono mountains pennsylvania hotels 
5.pocono mountains camelbeach 
6.pocono mountains camelbeach hotel 
7.pocono mountains chateau resort  
8.pocono mountains chateau resort attractions  
9.pocono mountains chateau resort getting to 
10.chateau resort getting to 
11.pocono mountains chateau resort directions

TREC 2012 Session 6 Information needs: 

You are planning a winter vacation to the 
Pocono Mountains region in Pennsylvania in the 
US. Where will you stay? What will you do 
while there? How will you get there?

Session Search

In a session, queries change constantly

!88



Apply MDP to Session Search

● States – user’s relevance judgement 
● Action – new query, new returned document lists 
● Reward – relevant information gained

!89



Settings of the Session MDP
● States: Queries 
● Environments: Search results 
● Actions: 
● User actions:  
● Add/remove/ unchange  the query terms 
● Nicely correspond to our definition of query change 

● Search Engine actions:  
● Increase/ decrease /remain term weights

[Guan, Zhang and Yang SIGIR 2013]
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Search Engine Agent’s Actions
∈ Di−1 action Example 

qtheme 
Y increase “pocono mountain” in s6 

N increase
“france world cup 98 reaction” in s28, france 
world cup 98 reaction stock market→ france 
world cup 98 reaction 

+∆q 
Y decrease ‘policy’ in s37, Merck lobbyists → Merck lobbyists  

US policy

N increase ‘US’ in s37, Merck lobbyists → Merck lobbyists  US 
policy

−∆q 
Y decrease ‘reaction’ in s28, france world cup 98 reaction 

 → france world cup 98

N No 
change

‘legislation’ in s32, bollywood legislation 
→bollywood law 

[Guan, Zhang and Yang SIGIR 2013]!91



Query Change retrieval Model 
(QCM)
● Bellman Equation gives the optimal value for an MDP: 

● The reward function is used as the document relevance score 
function and is tweaked backwards from Bellman equation: 

V*(s) = max
a

R(s,a) + γ P(s' | s,a)
s'

∑ V*(s')

∑
−a Di

)D|(q P maxa) ,D ,q|(q P + d)|(q P = d) ,Score(q 1-i1-i1-i1-iiii
1

γ

Document 
relevant score Query 

Transition 
model

Maximum 
past 

relevanceCurrent reward/
relevance score

[Guan, Zhang and Yang SIGIR 2013]
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Calculating the Transition Model
• According to Query Change and Search Engine 

Actions
Current reward/ 
relevance score

Increase weights 
for theme terms

Decrease weights 
for removed terms

Increase weights 
for novel added 

terms
Decrease weights 

for old added 
terms

[Guan, Zhang and Yang SIGIR 2013]
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Maximizing the Reward Function
●   max

Di−1
P(qi−1 |Di−1)

[Guan, Zhang and Yang SIGIR 2013]!94



Scoring the Entire Session
● The overall relevance score for a session of queries is aggregated 

recursively :

Scoresession (qn, d) = Score(qn, d) + γScoresession (qn-1, d)
= Score(qn, d) + γ[Score(qn-1, d) + γScoresession (qn-2, d)] 

= γ n−i

i=1

n

∑ Score(qi, d)

[Guan, Zhang and Yang SIGIR 2013]!95



Experiments
● TREC 2011-2012 query sets, datasets 

● ClubWeb09 Category B
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Search Accuracy (TREC 2012)
● nDCG@10 (official metric used in TREC) 

Approach nDCG@10 %chg MAP %chg 

Lemur 0.2474 -21.54% 0.1274 -18.28% 
TREC’12 median 0.2608 -17.29% 0.1440 -7.63% 

Our TREC’12 
submission 0.3021 −4.19% 0.1490 -4.43% 

TREC’12 best 0.3221 0.00% 0.1559 0.00% 
QCM 0.3353 4.10%† 0.1529 -1.92% 

QCM+Dup 0.3368 4.56%† 0.1537 -1.41% 
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Search Accuracy for Different 
Session Types

● TREC 2012 Sessions are classified into: 
● Product: Factual / Intellectual 
● Goal quality: Specific / Amorphous

Intellectu
al %chg Amorphous %chg Specific %chg Factual %chg 

TREC best 0.3369 0.00% 0.3495 0.00% 0.3007 0.00% 0.3138 0.00% 
Nugget 0.3305 -1.90% 0.3397 -2.80% 0.2736 -9.01% 0.2871 -8.51% 
QCM 0.3870 14.87% 0.3689 5.55% 0.3091 2.79% 0.3066 -2.29% 

QCM+DUP 0.3900 15.76% 0.3692 5.64% 0.3114 3.56% 0.3072 -2.10% 

- Better handle sessions that demonstrate evolution and exploration 
Because QCM treats a session as a continuous process by studying changes 
among query transitions and modeling the dynamics 
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S U M M A RY

• IR Essentials 

• Vector Space Model 

• Dynamic Search
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